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Why?

 We've been asked...
— CERN review of LHC computing
— LHCC
— Atlas Executive Board/TC

e Important for ourselves...
— Understand scope and size of project
— Make sure it is in time

— Prepare for sharing responsibility: Software
Agreements, MOUs, ...




How?

Breakdown of the project “Atlas Computing”
® Project Breakdown Structure (PBS)

Work packages defined in Work Breakdown

Structure (WBS)

For all practical purposes of our project: PBS
= WBS

Tasks described in project schedule (MS
Project file)




Project breakdown structure

 Mapping of (complex) reality onto (simple)
tree structure

» Atlas preference: Tree organised according to
lines of responsibility

e Basic layout:
1. Common items 4. Software support
2. Physics part 5. Infrastructure
3. Atlas-specific software 6. Data production




PBS Iin detall

Reconst ructi on Sl R
Comon itens CSl RC
Track cl ass CSl RCT
Clustering and 3D points OSl RCC
Ext ernal seeds CSl RCS
Track finding CSI RCP
Track extrapol ation Osl RCE
Track fitting OSl RCF
TRT hit association OSl RCA
Particle identification GSlRC
i Pat Rec CSI RI
xKal man sl RX
Pi xl rec sl RP
XHour ec oSl RH
ASTRA CSl RA
Overal |l strategy CSl RO
Vertex fitting CSl RV
Vertex cl ass SI RW
Miultitrack vertex S| RVM
Primary vertex CSI RVP
Phot on conver si on Csl RvC
KOs and Lanbda vertex OSl RvK
Hadroni c interaction Sl RVH
Ki nk finding Sl RK
Dat a base interface CsI D
Test beans 0S| B
Ali gnment and cal i bration sl A
.1 Pixl Csl AP
.2 SCT CSl AS
.3 TRT CSl AT
Li quid Argon Cal orineter software OSL
.1 Conmon itens CcsLC
.2 Sinmulation osLS
.3 Reconstruction OSLR
.3.1 Cell and duster classes OSLRC
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PBS / WBS for Atlas Ofline Conputing
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Common itens
Co-ordi nati on and pl anni ng
Conput i ng TDR
"Physi cs TDR pri ne"
Mock Data Chal l enge O
Mock Data Chal | enge 1
Mock Data Chal | enge 2
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Physi cs part
Requi rement s
Benchmar ki ng and physics verification
Si nul ati on
Event generators
Fast detector sinulation
Geant 4 verification
Shower paranetrisation

Atl as-specific software
Common itens
Architecture
Fr anewor k
Dat a base
Event
Det ect or description
Calibration infrastructure
G aphi cs
Anal ysi s tool s
| nner Detector software
.1 Conmon itens
.2 Sinmulation
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antt chart (1/10)

ATLAS Off Line Computiny Paue 1 of 10

1558 [EEL] | 2000 | 2001 | 2002 | 2003 | 2004 | ]
PBS |PEE Nam|Task Name Stait Firlsh gz |93 [ Q4 Gz | O3 | @4 | Q1 |0z | O3 | Qs |Gt |Gz |02 |Gt |G G2 |G3 |4 |07 |Gz | 03 | G4 | @1 J o2 G2 |@s | o1 |Gz
1 ac Common items Tue 1/2/00 Wed 30/6/04 ¢ -t - P ;

oc Prevare soflwere sureemenls Tue 122000 Fri 304600

. g »

oc Canelude software aureemenls Tue 47400 Fri 303401
oco Perfarm Mack Oala Challenwe 0 Thu 141409 Wed 124201 a .
First manrcrcie of GO softwars comseted FriZt 2201 Fridt 2201 5 . MMz
Perfarm Mack Oala Challenwe 1 10.1% ) Wed 24 /02 Tue 307002
Wrile Cameuling TOR Wed 1/5/02 Tue 26102
Cameuling MOUs Man 2701 Fri 2182001
Perfarm Mack dala Challenwe 2 {10% ) Thu 2//02 Wed 10803
Second mabrcrole of G0 softwars comidet Mon 2242403 Mon 2242403 10 . 22M2
Physics TOR wime Man 5404 Wad 30/6/04 : : 1" _
TOAQTOR Tue /5401 Man 17801
ATLAS Simulalian warksh aw Tue 244000 Fii 274000

ATLAS Physics warkshap Tue 244001 Man 308401

Phrsics rart Thu 1/7/83  Fri 2112101
Reuuirements Thu 2/3/00 Fri 211 2/01
Benchmarkiny and vhysics verific Thu 2/3/00 Fri 21/ 2/01
Simulation Thu 1/7/99 Fri 21/ 2/01

Evenl Generalats Thu 2/3400 Fti 214201
FastDetecter Simulatan: Revurem Wed 1/3/00 Fri 29/6/01
Reuiremenls for OO versian Wied 1/300 Weed 31/5/00
Fast simolation fullr validated Fri 286401 Fri 28601

Geantd verificatcn Thu 1/7188 Fri 211 2401

Geanl 4 vhysics sluties Thu 1/7/88 Fri 2142001

First G4 evalodtion resuits Tus 244000 Tuos 244000

54 24m0
Y X2

Mors G4 evaluation rests Tous 2440t Tue 24401
Geant 4 Hhrsics folr validatsd Fri 2t 42401 Fri 2t 42401 7 ’ P LF]
Shawer rarameltrisat an Wed 12100 Fri 2141 2001 .

A

-]

Shawer varamelisalian slucies Wed /340 Tue 26840

Shower rarametrisation il valids FriZt 2401 Fri2ta2an 3 @ 212
»

Combined reconsiruction: Reuuir Wecd 1/3/00 Fri 212101
Elechrans and vhalans Wed 1200 Fri 214201

A

h

Jels and missing El Wed 1300 Fri2i#201
Muans Wed 1300 Fri2i#201
Secandar ¥ verlic 85 Wed 1/3/00 Fii 294 2008

00.C1+ recoastrocting follr vakdated FriZt 4201 Fri2t A2

Atlas srecific software Fri11/39 Mon 1/4/02

-

Lasl uwtale: Thu 11500 00:40




Task report (1/27)

e e e R e e
D PBS PBS-Hame Task Mame Start Finlsh
fraii ek s s e e s s e S e e s e b s e e g HHEEEHE R EHEEH R
1 1 oC Common ilems Tue 1/2/00 Wad w604
s SR S R A B B R e
2 1 oG Prepare software aqresments Fri 3000
a Surcassor Name Tyma Lag
a3 Conolrde soffwara agrasmams FS 0 days

Notes
Discuss and decideon general policy, whare Software Aqresments areapplicable atc; provide standard blusprint test

ac Conclude scf tware agraemants Tue 4700

Ll Pradecassor Mame Tyoe Lag
£ FPragarg software agreemets F3 & days

Nobes
Discuss and conclude the various Software Agreements to be put in place

T e sssss s s n s s Rt s T R s s R R R R R R R R R R
Thu 14144 Wad 121201

fatatdutatataitutniiniiiuiiaiaitti it
4 1.4 QCo Paform Mock Data Challenge O
Nots
Tha "Faro' Data Challengs comprises a 'continuity' tast through the software chain, including tigger simulation. The "fenc’ implies a relativaly small numbarof avants, a.g. 20k Z+Jat, or similar. Of
coursa thachalkengs includes raadiwrite of data to database.
e B T D : : S L e e e e B e
) First majoroycle of OO softwara complated Fri 211201 Fri 244121

s R R R R B R R R R R R R R R R R R
33 15 QC Perform Mock Data Challengs 1 (0197 Wad 21702

Nols
WMOCA is thought of @5 (0.1% of 2 year's rawdata. {i.a abouta 1TB)
The MDC1 should of course be based on G4 simulation, and some
{but notall') PTOH plots shoukd be rechecked.
Tha hopawould ba that a ‘signal buriad in the MOC 1 data can be found
in theanakysis. Unlikaly to hawe all 'bells and whistles' of calibration aic.,
but somecigibration software machinery should beasarcizad.
Hardware rasounces for MDC1 are not likely 10 be a problem. Analysis will suraly not enjoy full-blown GHID features

L L R T sEsisisia e ]
T 12 QCT Wirie Computing TOR Wad 1765102 Tue 2611402
Notes
Scope of Computing TOR (CTOR) covers both scftware and hamdware. | suppose kded is that it TOR shouk demonstrate sufficient progress and rate of progress that Funding Agencies will fesl
happy to 588 Major computing expanditure (hardwaraand mors sof twara axpartise) star. . duning 2003
The pracisa timing of the CTOR s at least panyl ‘political. UE Funding
Agencies hawe suggestad wanting it not lstar than 2002, CWE plan theair
for aarhy 2002,

LT L F L R T R e R L e E P R L P R A L R L E L e S L E L R R U L Y
-] 1 Qac Computing MOUs Fri 2111201
Nos
It iz unclaar whather the Computting MOUs will require the Computing TDR; for the purposes of this planning and in line with thecurrent state of discussion in the CERN review of LHC computing,
we @55 UMa that the MOUs will precade the Computing TOR. However, this is still baing discussed by the CERM review of LHC computing, and subject to changa. If the MOL is o follow the TOR,
interim WO Us to preceds the TOR may be considenad.




Basic assumptions

* Near-term planning (until end 2001) more
precise

 Major cycles of effort - one until end 2001,
next one until ~ end 2003
* ‘Driving’ events are under common items

— Mock data challenges
— TDRs: Trigger/DAQ, Computing, Readiness
— Software agreements and MOUSs




History and current status

Effort started in February 2000

Contributions by all CSG parties involved,
and others

Two versions circulated and discussed In
CSG, present one in EB and SW workshop

Schedule (and PBS) are snapshot of on-
going work

— ~ 150 items in PBS, ~ 350 items in schedule
— Missing items

— Inconsistencies




To be done (1)

 Understand and enter dependencies
e Understand and enter resources

 More homogeneous handling of sub-projects

— Level of detall

— Tasks vs milestones (LHCC, EB/TC, CSG, sub-
project)

— Sub-project schedules to be maintained
separately?




To be done (2)

Simulation

Mechanisms for follow-up and modification

More and better options for presentation
— Notes

— Summary of tasks and milestones
Integration with Atlas Technical Coordination




Software agreements

Mechanism to ensure that all parts of the
software are written, maintained etc. in time

Between Atlas and (group of) institute(s)

Does not affect openness
— Sources In central repository
— Contributions always welcome

Policy document being discussed in NCB

Aim: first Software Agreement concluded by
October 2000 (next RRB)




Conclusions

Planning process potentially very useful and
neneficial

Requires a lot of work
Help improve and follow up

http://cern.ch/Atlas/IGROUPS/SOFTWARE/OO/planning




