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MONARC August 26 Agenda (1)MONARC August 26 Agenda (1)

�� IntroductionIntroduction H. NewmanH. Newman 20’20’
�� Reports from the Working GroupsReports from the Working Groups 70’70’

➨➨ Preliminary Document on Tier2 CentresPreliminary Document on Tier2 Centres L.L. BaroneBarone (7)(7)
and Architecture Open Issuesand Architecture Open Issues

➨➨ Analysis Process WG StatusAnalysis Process WG Status P.P. CapiluppiCapiluppi (7)(7)
➨➨ Regional Centre Activity ModelRegional Centre Activity Model I.I. GainesGaines (15)(15)
➨➨ Status of SimulationStatus of Simulation I.I. LegrandLegrand (10)(10)
➨➨ Status of Validation ActivitiesStatus of Validation Activities Y. MoritaY. Morita (15)(15)
➨➨ TestbedsTestbeds WG StatusWG Status

�� Reports from Regional CentresReports from Regional Centres 60’60’
➨➨ France (IN2P3)France (IN2P3) D.D. LinglinLinglin
➨➨ Japan (KEK)Japan (KEK) K.K. AmakoAmako
➨➨ Russia (JINR;Russia (JINR; ProtvinoProtvino)) V.V. KorenkovKorenkov
➨➨ US (ATLAS; BNL)US (ATLAS; BNL) B.B. GibbardGibbard
➨➨ US (CMS; FNAL)US (CMS; FNAL) M.M. KasemannKasemann
➨➨ UKUK S.S. O’NealeO’Neale
➨➨ Italy E.Italy E. ValenteValente
➨➨ Germany A.Germany A. PutzerPutzer
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MONARC August 26 Agenda (2)MONARC August 26 Agenda (2)

�� Discussion and Preparations for LCB MarseillesDiscussion and Preparations for LCB Marseilles 60’60’
MeetingMeeting

➨➨ Marseilles Meeting Purpose andMarseilles Meeting Purpose and OrganizationOrganization M.M. MazzucatoMazzucato
➨➨ MONARC Deliverables by MarseillesMONARC Deliverables by Marseilles L.L. PeriniPerini
➨➨ Remarks on Marseilles and CERN ReviewRemarks on Marseilles and CERN Review H.H. HoffmannHoffmann

LHC ComputingLHC Computing
➨➨ Maintenance and Operations costs for LHCMaintenance and Operations costs for LHC L. RobertsonL. Robertson

ComputingComputing
➨➨ Role of R&D for LHC ComputingRole of R&D for LHC Computing H. NewmanH. Newman
➨➨ DiscussionDiscussion

�� AOB; Next MeetingAOB; Next Meeting
�� Adjourn Main Meeting by 19:30Adjourn Main Meeting by 19:30

�� Steering Committee Meets for ~30 Minutes;Steering Committee Meets for ~30 Minutes;
immediately following the main meetingimmediately following the main meeting
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MONARC “Data Grid” HierarchyMONARC “Data Grid” Hierarchy
Regional Centers ConceptRegional Centers Concept

LHC Grid HierarchyLHC Grid Hierarchy
ExampleExample

�� Tier0: CERNTier0: CERN

�� Tier1: NationalTier1: National
“Regional” Center“Regional” Center

�� Tier2: RegionalTier2: Regional
CenterCenter

�� Tier3: InstituteTier3: Institute
Workgroup ServerWorkgroup Server

�� Tier4: IndividualTier4: Individual
DesktopDesktop

Total 5 LevelsTotal 5 Levels
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Grid-Hierarchy ConceptGrid-Hierarchy Concept

Matched to the Worldwide-DistributedMatched to the Worldwide-Distributed
Collaboration Structure of LHC ExperimentsCollaboration Structure of LHC Experiments

Best Suited for the MultifacetedBest Suited for the Multifaceted
Balance BetweenBalance Between

�� Proximity of the data to centralized processing resourcesProximity of the data to centralized processing resources

�� Proximity to end-users for frequently accessed dataProximity to end-users for frequently accessed data

�� Efficient use of limited network bandwidthEfficient use of limited network bandwidth
(especially transoceanic; and most world regions)(especially transoceanic; and most world regions)

�� Appropriate use of (world-) regional and local computingAppropriate use of (world-) regional and local computing
and data handling resourcesand data handling resources

�� Effective involvement of scientists and students in eachEffective involvement of scientists and students in each
world region, in the data analysis and the physicsworld region, in the data analysis and the physics
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MONARC Architectures WGMONARC Architectures WG

�� Architectures WG: Lessons and ChallengesArchitectures WG: Lessons and Challenges
for LHC Computingfor LHC Computing

➨➨ SCALE:SCALE: 60 Times more CPU and 10 Times more Data60 Times more CPU and 10 Times more Data
than CDF at Run2 (2000-2003)than CDF at Run2 (2000-2003)

➨➨ DISTRIBUTION:DISTRIBUTION: Mostly Achieved in HEP Only for Simulation.Mostly Achieved in HEP Only for Simulation.
For Analysis (and some re-Processing),For Analysis (and some re-Processing), it will not happenit will not happen
without advance planning and commitmentswithout advance planning and commitments

➨➨ REGIONAL CENTRES:REGIONAL CENTRES: Require Coherent support, continuity,Require Coherent support, continuity,
the ability to maintain the code base, calibrations and jobthe ability to maintain the code base, calibrations and job
parameters up-to-dateparameters up-to-date

➨➨ HETEROGENEITY:HETEROGENEITY: Of facility architecture and mode of use,Of facility architecture and mode of use,
and of operating systems, must be accommodated.and of operating systems, must be accommodated.

➨➨ FINANCIAL PLANNING:FINANCIAL PLANNING: Analysis of the early planning for theAnalysis of the early planning for the
LEP era showed a definite tendency to underestimate theLEP era showed a definite tendency to underestimate the

requirements (by more than an order of magnitude)requirements (by more than an order of magnitude)
❋❋ Partly due to budgetary considerationsPartly due to budgetary considerations
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MONARC Architectures WGMONARC Architectures WG

Regional Centres Should ProvideRegional Centres Should Provide
➨➨ All technical and data services required to do physics analysisAll technical and data services required to do physics analysis
➨➨ All Physics Objects, Tags and Calibration dataAll Physics Objects, Tags and Calibration data
➨➨ Significant fraction of raw dataSignificant fraction of raw data
➨➨ Caching or mirroring calibration constantsCaching or mirroring calibration constants
➨➨ Excellent network connectivity to CERN and the region’s usersExcellent network connectivity to CERN and the region’s users
➨➨ Manpower to share in the development of common maintenance,Manpower to share in the development of common maintenance,

validation and production softwarevalidation and production software
➨➨ A fair share of post- and re-reconstruction processingA fair share of post- and re-reconstruction processing
➨➨ Manpower to share in the work on Common R&D ProjectsManpower to share in the work on Common R&D Projects
➨➨ Service to members of other regions on a (?) best effort basisService to members of other regions on a (?) best effort basis
➨➨ Excellent support services for training, documentation,Excellent support services for training, documentation,

troubleshooting at the Centre or remote sites served by ittroubleshooting at the Centre or remote sites served by it
Long Term Commitment for staffing, hardware evolution and supportLong Term Commitment for staffing, hardware evolution and support

for R&D, as part of the distributed data analysis architecturefor R&D, as part of the distributed data analysis architecture
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To Solve: the HENPTo Solve: the HENP
“Data Problem”“Data Problem”

While the proposed future computing and data handling facilitiesWhile the proposed future computing and data handling facilities
are large by present-day standards,are large by present-day standards,

They will not support FREE access, transport or reconstructionThey will not support FREE access, transport or reconstruction
for more than a Minute portion of the data.for more than a Minute portion of the data.

➨➨ Need for effective global strategiesNeed for effective global strategies to handle and prioritiseto handle and prioritise
requests,requests, based on both policies and marginal utilitybased on both policies and marginal utility

➨➨ Strategies must be studied and prototyped, to ensureStrategies must be studied and prototyped, to ensure Viability:Viability:
acceptable turnaround times; efficient resourceacceptable turnaround times; efficient resource utilizationutilization

�� Problems to be Explored; How ToProblems to be Explored; How To
➨➨ Meet the demands of hundreds of users who need transparentMeet the demands of hundreds of users who need transparent

access to local and remote data, in disk caches and tape storesaccess to local and remote data, in disk caches and tape stores

➨➨ Prioritise thousands of requests from local and remote communitiesPrioritise thousands of requests from local and remote communities

➨➨ Ensure that the system is dimensioned “optimally”,Ensure that the system is dimensioned “optimally”,
for the aggregate demandfor the aggregate demand



August 26, 1999: MONARC Regional Reps Meeting Harvey Newman (CIT)

◆◆ RD45, GIOD:RD45, GIOD: Networked Object DatabasesNetworked Object Databases
◆◆ Clipper/GC;Clipper/GC; High speed access to Objects or File dataHigh speed access to Objects or File data

FNAL/SAMFNAL/SAM for processing and analysisfor processing and analysis
◆◆ SLAC/OOFSSLAC/OOFS Distributed File System + Objectivity InterfaceDistributed File System + Objectivity Interface
◆◆ NILE, Condor:NILE, Condor: Fault Tolerant Distributed Computing withFault Tolerant Distributed Computing with

Heterogeneous CPU ResourcesHeterogeneous CPU Resources
◆◆ MONARC:MONARC: LHC Computing Models:LHC Computing Models:

Architecture, Simulation, StrategyArchitecture, Simulation, Strategy
◆◆ PPDG:PPDG: First Distributed Data Services andFirst Distributed Data Services and

Grid System PrototypeGrid System Prototype
◆◆ ALDAP:ALDAP: OO Database Structures and Access MethodsOO Database Structures and Access Methods

for Astrophysics and HENP datafor Astrophysics and HENP data
APOGEE:APOGEE: Full-Scale Grid Design, Optimization, PrototypingFull-Scale Grid Design, Optimization, Prototyping

➨➨ Network Instrumentation TeamNetwork Instrumentation Team
➨➨ Simulation/Modeling TeamSimulation/Modeling Team
➨➨ System Optimization/Evaluation TeamSystem Optimization/Evaluation Team

◆◆ GriPhyNGriPhyN:: Production Prototype Grid in HardwareProduction Prototype Grid in Hardware
and Software, then Productionand Software, then Production

Roles of ProjectsRoles of Projects
for HENP Distributed Analysisfor HENP Distributed Analysis
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HENP Grand Challenge/ClipperHENP Grand Challenge/Clipper
TestbedTestbed and Tasksand Tasks

High-SpeedHigh-Speed TestbedTestbed
➨➨ Computing and networkingComputing and networking

(NTON,(NTON, ESnetESnet) infrastructure) infrastructure

Differentiated Network ServicesDifferentiated Network Services
➨➨ Traffic shaping onTraffic shaping on ESnetESnet

End-to-end MonitoringEnd-to-end Monitoring
Architecture (QE, QM, CM)Architecture (QE, QM, CM)
➨➨ Traffic analysis, event monitorTraffic analysis, event monitor

agents to support trafficagents to support traffic
shaping and CPU schedulingshaping and CPU scheduling

Transparent Data ManagementTransparent Data Management
ArchitectureArchitecture
➨➨ OOFS/HPSS, DPSS/ADSMOOFS/HPSS, DPSS/ADSM

Application DemonstrationApplication Demonstration
➨➨ Standard Analysis FrameworkStandard Analysis Framework

(STAF)(STAF)
➨➨ Access data at SLAC, LBNL,Access data at SLAC, LBNL,

or ANL (net and data quality)or ANL (net and data quality)
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ALDAPALDAP :: AAccessingccessing LLargearge DDataata ArchivesArchives
inin AAstronomystronomy andand PParticle Physicsarticle Physics

NSF Knowledge Discovery Initiative (KDI)NSF Knowledge Discovery Initiative (KDI)

CALTECH, Johns Hopkins, FNAL(SDSS)CALTECH, Johns Hopkins, FNAL(SDSS)
◆◆ Explore advanced adaptiveExplore advanced adaptive database structures, physicaldatabase structures, physical

data storage hierarchies for archival storage of nextdata storage hierarchies for archival storage of next
generation astronomy and particle physics datageneration astronomy and particle physics data

◆◆ Develop spatial indexes, novel data organizations,Develop spatial indexes, novel data organizations,
distribution and delivery strategies, fordistribution and delivery strategies, for
Efficient and transparent access to data across networksEfficient and transparent access to data across networks

◆◆ Create prototype network-distributed data query executionCreate prototype network-distributed data query execution
systems using Autonomous Agent workerssystems using Autonomous Agent workers

◆◆ ExploreExplore commonalitiescommonalities and find effectiveand find effective common solutionscommon solutions
for particle physics and astrophysics datafor particle physics and astrophysics data

ALDAP (NSF/KDI) ProjectALDAP (NSF/KDI) Project
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The Particle Physics Data GridThe Particle Physics Data Grid
(PPDG)(PPDG)

DoEDoE/NGI Next Generation Internet Program/NGI Next Generation Internet Program

ANL, BNL, Caltech, FNAL, JLAB, LBNL,ANL, BNL, Caltech, FNAL, JLAB, LBNL,
SDSC, SLAC, U.SDSC, SLAC, U.WiscWisc/CS/CS

➨➨ Drive progress in the development of the necessaryDrive progress in the development of the necessary middlewaremiddleware,, networksnetworks
andand distributed systemsdistributed systems..

➨➨ Deliver some of the infrastructure for widely distributed data analysisDeliver some of the infrastructure for widely distributed data analysis
at multi-at multi-PetaBytePetaByte scales by 100s to 1000s of physicistsscales by 100s to 1000s of physicists

Implement and Run two services in support of the major physicsImplement and Run two services in support of the major physics
experiments :experiments :

➨➨ “High-Speed Site-to-Site File Replication Service”;“High-Speed Site-to-Site File Replication Service”;
Data replication up to 100 Mbytes/sData replication up to 100 Mbytes/s

➨➨ “Multi-Site Cached File Access Service”:“Multi-Site Cached File Access Service”:
Based on deployment of file-cataloging, and transparentBased on deployment of file-cataloging, and transparent
cache-management and data movementcache-management and data movement middlewaremiddleware

➨➨ Deliverables for 2000:Deliverables for 2000: Optimized cached read access to file in theOptimized cached read access to file in the
range of 1-10range of 1-10 GbytesGbytes, from a total data set of order One, from a total data set of order One PetabytePetabyte

UsingUsing middlewaremiddleware components already developed by the Proponentscomponents already developed by the Proponents
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PPDG Multi-site CachedPPDG Multi-site Cached
File Access SystemFile Access System

UniversityUniversity
CPU, Disk,CPU, Disk,

UsersUsers

PRIMARY SITEPRIMARY SITE
Data Acquisition,Data Acquisition,
Tape, CPU, Disk,Tape, CPU, Disk,

RobotRobot

Satellite SiteSatellite Site
Tape, CPU,Tape, CPU,
Disk, RobotDisk, Robot

Satellite SiteSatellite Site
Tape, CPU,Tape, CPU,
Disk, RobotDisk, Robot

UniversityUniversity
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UsersUsers

UniversityUniversity
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PPDGPPDG MiddlewareMiddleware ComponentsComponents

Object-based andObject-based and
File-based ApplicationFile-based Application

ServicesServices

Cache ManagerCache Manager

File AccessFile Access
ServiceService

MatchmakingMatchmaking
ServiceService

Cost EstimationCost Estimation

File FetchingFile Fetching
ServiceService

File ReplicationFile Replication
IndexIndex

End-to-EndEnd-to-End
Network ServicesNetwork Services

Mass StorageMass Storage
ManagerManager

ResourceResource
ManagementManagement

File MoverFile Mover

File MoverFile Mover

Site BoundarySite Boundary Security DomainSecurity Domain
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First Year PPDG “System”First Year PPDG “System”
ComponentsComponents

MiddlewareMiddleware Components (Initial Choice): See PPDG ProposalComponents (Initial Choice): See PPDG Proposal

File Access ServiceFile Access Service Components of OOFS (SLAC)Components of OOFS (SLAC)

Cache ManagerCache Manager GC Cache Manager (LBNL)GC Cache Manager (LBNL)

Matchmaking ServiceMatchmaking Service Condor (U. Wisconsin)Condor (U. Wisconsin)

File Replication IndexFile Replication Index MCAT (SDSC)MCAT (SDSC)

Transfer Cost Estimation ServiceTransfer Cost Estimation Service GlobusGlobus (ANL)(ANL)

File Fetching ServiceFile Fetching Service Components of OOFSComponents of OOFS

File Movers(s) SRB (SDSC); Site specificFile Movers(s) SRB (SDSC); Site specific

End-to-end Network ServicesEnd-to-end Network Services GlobusGlobus tools fortools for QoSQoS reservationreservation

Security and authenticationSecurity and authentication GlobusGlobus (ANL)(ANL)
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GriPhyNGriPhyN : First Production Scale: First Production Scale
“Grid Physics Network”“Grid Physics Network”

Develop a New Form of Integrated Distributed System, whileDevelop a New Form of Integrated Distributed System, while
Meeting Primary Goals of the US LIGO and LHC ProgramsMeeting Primary Goals of the US LIGO and LHC Programs

�� Single Unified GRID System Concept; Hierarchical StructureSingle Unified GRID System Concept; Hierarchical Structure
�� Three (Sub-)Implementations, for LIGO, US CMS, US ATLAS:Three (Sub-)Implementations, for LIGO, US CMS, US ATLAS:

➨➨ 1717 CentersCenters: 5 Each in US for LIGO, CMS, ATLAS; 2 At CERN: 5 Each in US for LIGO, CMS, ATLAS; 2 At CERN
�� Aspects Complementary toAspects Complementary to CentralizedCentralized DoE FundingDoE Funding

➨➨ University-Based Regional Tier2University-Based Regional Tier2 CentersCenters, Partnering with, Partnering with
the Tier1the Tier1 CentersCenters

➨➨ Emphasis on Training, Mentoring and Remote CollaborationEmphasis on Training, Mentoring and Remote Collaboration

Making the Process of Search and DiscoveryMaking the Process of Search and Discovery
Accessible to StudentsAccessible to Students

GriPhyNGriPhyN Web Site: http://www.Web Site: http://www.physphys..uflufl..eduedu/~/~averyavery//mremre//
White Paper: http://www.White Paper: http://www.physphys..uflufl..eduedu/~/~averyavery//mremre/white_paper.html/white_paper.html
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APOGEE/APOGEE/GriPhyNGriPhyN FoundationFoundation

Build on the Distributed System Results of theBuild on the Distributed System Results of the
MONARC, GIOD, Clipper/GC and PPDG ProjectsMONARC, GIOD, Clipper/GC and PPDG Projects

�� Long Term Vision in Three PhasesLong Term Vision in Three Phases
➨➨ 1.1. Read/write access to high volume data and processing powerRead/write access to high volume data and processing power

❋❋ Condor/Condor/GlobusGlobus/SRB +/SRB + NetLoggerNetLogger components to manage jobscomponents to manage jobs
and resourcesand resources

➨➨ 2.2. WAN-distributed data-intensive Grid computing systemWAN-distributed data-intensive Grid computing system

❋❋ Tasks move automatically to the “most effective” Node in the GridTasks move automatically to the “most effective” Node in the Grid

❋❋ Scalable implementation using mobile agent technologyScalable implementation using mobile agent technology

➨➨ 3.3. “Virtual Data” concept for“Virtual Data” concept for multimulti-PB distributed data management,-PB distributed data management,
with large-scale Agent Hierarchieswith large-scale Agent Hierarchies

❋❋ Transparently match data to sites, manage data replication orTransparently match data to sites, manage data replication or
transport, co-schedule data & compute resourcestransport, co-schedule data & compute resources

Build on VRVS Developments for Remote CollaborationBuild on VRVS Developments for Remote Collaboration
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Monitoring Architecture:Monitoring Architecture:
Use ofUse of NetLoggerNetLogger as in CLIPPERas in CLIPPER

End-to-end monitoring ofEnd-to-end monitoring of
grid assets is necessary togrid assets is necessary to

�� Resolve networkResolve network
throughput problemsthroughput problems

�� Dynamically scheduleDynamically schedule
resourcesresources

Add precision-timed eventAdd precision-timed event
monitor agents to:monitor agents to:

➨➨ ATM switchesATM switches

➨➨ Data ServersData Servers

➨➨ TestbedTestbed computationalcomputational
resourcesresources

Produce trend analysisProduce trend analysis
modules for monitor agentsmodules for monitor agents

Make results available toMake results available to
applicationsapplications

Netlogger: Two server, ATM LAN Event lifelines (detailed event analysis)
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INSTRUMENTATION, SIMULATION, OPTIMIZATION, COORDINATIONINSTRUMENTATION, SIMULATION, OPTIMIZATION, COORDINATION

◆◆ SIMULATION of a Production-Scale Grid HierarchySIMULATION of a Production-Scale Grid Hierarchy
❋❋ Provide aProvide a ToolsetToolset for HENP experiments to test and optimizefor HENP experiments to test and optimize

their data analysis and resource usage strategiestheir data analysis and resource usage strategies

◆◆ INSTRUMENTATION of Grid PrototypesINSTRUMENTATION of Grid Prototypes
❋❋ Characterize the Grid components’ performance under loadCharacterize the Grid components’ performance under load
❋❋ Validate the SimulationValidate the Simulation
❋❋ Monitor, Track and Report system state, trends and “Events”Monitor, Track and Report system state, trends and “Events”

◆◆ OPTIMIZATION of the Data GridOPTIMIZATION of the Data Grid
❋❋ Genetic algorithms, or other evolutionary methodsGenetic algorithms, or other evolutionary methods
❋❋ Deliver optimization package for HENP distributed systemsDeliver optimization package for HENP distributed systems
❋❋ Applications to other experiments; accelerator and otherApplications to other experiments; accelerator and other

control systems; other fieldscontrol systems; other fields

◆◆ COORDINATE with Other Projects, MONARC, ALDAP,COORDINATE with Other Projects, MONARC, ALDAP, GriPhyNGriPhyN, and, and
Experiment-Specific Projects:Experiment-Specific Projects: BaBarBaBar, Run2; RHIC, JLAB; LHC, Run2; RHIC, JLAB; LHC

APOGEE: Production-Design of anAPOGEE: Production-Design of an
HENP Data Analysis GridHENP Data Analysis Grid


