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AbstratThe four planes (X,Y,X',Y') of MSGC detetor are used in this note as an in-dependent traking detetor to evaluate the two-partile eÆieny of SintillationFibre Detetor (SFD) as funtion of trak pair separation, as well as the single-hiteÆieny of this detetor. This is done partiularly for 2001 data, whih were re-ently used for pionium lifetime determination. Results are ompared in detail withMonte Carlo simulations using ARIANE 304-36 version, for spei� hoies of SFDparameters onerning eÆieny, noise and ross-talk.
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1 IntrodutionThe DIRAC upstream arm onsists of three detetors, using totally di�erenttehnologies, namely the Mirostrip Gas Chambers and GEM (MSGC), theSintillation Fibre (SFD), and the Ionisation Hodosope (IH). The �rst two(MSGC+SFD) provide a traker to measure aurately the pion pair separa-tion, whereas the IH sintillator measures the double pulse-height expetedwhen the lose-angle pair annot be resolved by the traker.The amount of bakground noise in all three detetors is very high, as we shallsee, and this is posing a serious problem for the determination of transversemomentum of the pairs, as well as for the reognition of the true partilesoming from the target foil. Of ourse, this problem translates itself into un-ertainty in the determination of pionium lifetime.The ultimate origin of this strong bakground is surely the high intensity ofthe proton beam. However the readout systems of these three detetors havea totally di�erent response in eah ase [1℄. For SFD and IH, the inevitableuse of photomultipliers and light-guides so lose to the beam aggravates thenoise onditions, despite the e�etive use of TDC's. Disrimination of SFDsignals is ahieved by Peak Sensing Ciruit (PSC). A drawbak of this (oth-erwise very e�etive) devie is that when two pulses arise from adjaent �breolumns, one of them is suppressed with probability in the range 30-40% [1℄,thus degrading the double-trak resolution of SFD. In the ase of MSGC, thelimited bandwidth in the pipelined readout (built in 1997) originates an a�e-tive time gate of approximately 250 ns, whih inreases signi�antly the hitmultipliity. The latter agrees perfetly well with the expeted performaneof this detetor when it was designed [2℄, [3℄.It is therefore lear that a preise traking in the DIRAC experiment annotbe ahieved without fully exploiting the redundany of the upstream detetorsin a systemati way. Cross-heking between these detetors is essential, andevery atempt to by-pass a real traking proedure risks leading to doubtful, oreven erroneous, results. In any ase, both the statistial and systemati errorsin the lifetime measurement will learly reet the traking proedure used.What we present in this note is how the MSGC detetors an be used toperform an unbiased assesment of SFD detetor response, in terms of two-partile and single-partile eÆieny, as well as ross-talk. A oneptuallysimilar study to the one we present here was done by V. Yazkov [4℄ usingdata runs from 2002 on, making use of the U-plane at 45o of SFD. Howeversuh study ould never be made with the 2001 data, due to the fat thatU-plane was not installed in DIRAC at that time. Our results an ertainlybe ompared with those of referene [5℄, obtained by means of IH detetor2



and drift hambers only. We believe there is reasonable agreement, despitethe intrinsi diÆulty of the latter analysis.2 Traking proedure and resultsIn order to evaluate the SFD-X detetor we have removed all of its dete-tor hits from the 2001 data sample, and tried to reover the measurement ofX-oordinate using only MSGC detetors, together with the Y-oordinate pro-vided by SFD-Y. An idential proedure an of ourse be applied for SFD-Y(X), reiproally.
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b) those for whih one of the two traks ontains a hit within �3� window andthe other does not.) those for whih none of the two traks ontains a hit within �3� window.
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430�m pith for the latter), together with the fat that the stereo angles ofX' and Y' (�5o) enable smooth zero-rossing in X, due to trak opening invertial plane.In order to derive quantitative results about SFD performane, we have om-pared the experimental data in �gure 2 with a Monte Carlo simulation inwhih the SFD is made 100% eÆient, and the PSC malfuntion suppressed.This predition is also shown in �gure 2 as a dotted line. The enhanement ofP(1) around zero distane indiates the ideal double-trak resolution of SFD,essentially determined by �bre pith, whereas the di�erene between real dataand ideal SFD Monte Carlo in the plateau regions (left and right) shows on-stant SFD single-hit ineÆieny . We de�ne this di�erene to be 2(1��), where� is SFD eÆieny (likewise, the di�erene in P(2) is 2�). The non-zero valuesof P(1) in the plateau region for the ideal SFD Monte Carlo are determinedby bakground noise in MSGC detetor and to a lesser extent by far-away hitsin SFD that sape the 3� ut due to tails of multiple sattering. The resultfor a Monte Carlo with null MSGC bakground and ideal SFD is also shownin �gure 2. Details about this bakground simulation are given in the nextsetion.
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Aording to our de�nition, we determine � = 97:4� 0:2% to be the averageeÆieny of SFD-X. All 2001 Ni 24 GeV/ data runs were used for this analy-sis. Similarly we determine � = 97:5�0:2% for SFD-Y. The main ontributionto the error is believed to be systemati, and it is attributed to the preisionin the desription of MSGC bakground noise. A onservative �5% variationof average hit multipliity has been onsidered for this purpose, and furtherenlarged by a fator 2. The orresponding variation of P(1) is illustrated in�gure 3.Now the PSC threshold parameter has been hanged in SFD simulation (seeFFREAD dataards in ARIANE 304-36) in order to ahieve best agreementbetween Monte Carlo and real data. In fat, the results of �gure 2 show thatgood agreement an be found (with parameter value 1.5) for P(2) and P(1).Variations in the level and shape of SFD ross-talk do not make a visiblehange in previous �gures, neither moderate variations in SFD bakgroundnoise, although P(0) is more sensitive to the latter. Note that the entralenhanement observed in P(0) distribution with real data appears to be de-sribed by Monte Carlo. In this respet our results seem to di�er slightly fromthose of referene [4℄. Figure 4 shows the orresponding result for SFD-Y.
3 Monte Carlo simulation of MSGC bakgroundnoiseAs we have seen MSGC bakground is, for this partiular study, quantitativelyat the same level as SFD ineÆieny. Therefore, like in the pionium lifetimemeasurement, it is important to have ontrol on the auray of the simulationproedure, whih we desribe next.The soure of MSGC bakground is real partiles that ross the detetor out-side the trigger gating time. Pipeline delay was adjusted at installation timeso that maximum pulse-hight is obtained within the experiment trigger gate,and it dereases by approximately a fator two at the borders of the 250nstime aeptane.Clusters (or hits) are de�ned as a ontinuous set of strips above threshold.Monte Carlo simulation takes into aount the following aspets:1) luster strip-multipliity and pulse-height pattern within a luster2) lusterisation ode3) detetor-orrelated hit multipliity4) spae orrelations within the same detetor (pair prodution, showers)6
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ally lie on the path of the extrapolated drift hamber traks. So we de�ne ahit multipliity Nh as the sum of all hits found within a 3� ut around the ex-trapolated oordinates of positive and negative traks to all MSGC detetors.The same momentum-dependent � is used here as for the mathing proedurein ARIANE reonstrution [6℄.The observation mentioned in item 5 was demonstrated by showing that eventswith one-sided ativity in X-oordinate did not have orresponding ativity inX' (likewise for Y and Y'), when hits from real trigger traks were removed.Therefore simulation of spae orrelations appeared to be unneessary.We should mention that, beause of the non-linear response of the lusterisa-tion routine, whih ombines near-by partiles together at large partile densi-ties, the simulation proedure generally requires several iterations to onverge.The �nal results for simulated MSGC hit multipliities are illustrated in �gure5.
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Fig. 5. Continuous lines represent observed hit multipliity in MSGC X (a) ,Y (b), X' () and Y' (d) detetors for 2001 data runs, as desribed in the text. Colouredrosses are the Monte Carlo simulations desribed in the text, for eah detetor.
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4 ConlusionsWe have determined the single-hit average eÆieny of SFD-X and SFD-Ydetetors for Ni 2001 data runs, and also evaluated the double-trak resolutionof these detetors, using MSGC planes X,Y,X', and Y'. The results obtaineddemonstrate that, despite the strong noise onditions in DIRAC upstream arm(IH, SFD and MSGC), pion pairs an be unambiguously measured providedfull traking information is used.The following points have been demonstrated:� DIRAC spetrometer double-trak resolution is basially determined byMSGC detetor� PSC malfuntion is totally irumvented by the use of MSGC's� ARIANE F-traking performs well both at long and short distanes� GEANT-DIRAC Monte Carlo simulation performs rather aurately for allritial funtions, suh as MSGC bakground, PSC simulation, as well asSFD and MSGC digitisationsIt is shown in partiular that the problem originated by SFD single-hit inef-�eny at large angles (fake lose pairs) an be e�etively redued by use ofMSGC's. Overall traking resolution for ritial kinemati variables for life-time measurement will be reviewed elsewhere.5 AknowledgementsWe would like to thank fruitful e-mail exhange with Valery Yazkov.Referenes[1℄ B. Adeva et al. DIRAC : A High Resolution Spetrometer for PioniumDetetion, Nul. Inst. and Meth. A515 (2003) 467-496.[2℄ T. N�u~nez-Pardo, Desarrollo de un detetor de miropistas de gas para elexperimento DIRAC, dotoral thesis presented at University of Santiago deCompostela, May 1999. 9
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