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AbstratIn DIRAC, resolution in the �+�� interation vertex inside the target foil isdominated by multiple sattering in upstream spetrometer, inluding the targetitself. A detailed analysis has been arried out of vertex resolution as funtion ofmomentum, where real 2001 spetrometer data have been ompared with standardGEANT-DIRAC Monte Carlo simulation, inluding detetor bakgrounds. A signif-iant disrepany is found, whih is unambiguously attributed to underestimationof average multiple sattering in upstream detetors by the Monte Carlo.
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1 IntrodutionKnowledge of multiple sattering in DIRAC experiment is important beauseit determines Q resolution when Monte Carlo is used to extrat the narrowsignal from atom pairs. The upstream radiation length fration is speiallyritial for QT resolution.Chemial spei�ations, preise thiknesses and diÆulty of very detailed ge-ometry of omponents of SFD and MSGC detetors do not allow an "a priori"knowledge of the material ontribution better that roughly 10%. Thereforemeasurements must be made with real data, in order to attain the perentauray level.The four MSGC high resolution detetors plaed at 1.5 m from the target foil,together with the GEANT traking apability using Moli�ere theory, provide alean determination of multiple sattering utuations to this auray. Usingtraking detetors to evaluate their own multiple sattering is the natural andstandard way to do this job. The traking tools were implemented in referene[1℄.The obvious idea is to exploit the fat that real �+�� prompt interationsome from a single mathematial spae point (of nulear size dimensions),and to use beam unonstrained trak �tting to study the error.
2 Vertex resolution analysisA vertex position has been de�ned inside the target plane by oordinates(x1 � x2 ; y1 � y2) where x1;2 are extrapolated X-oordinates for positive andnegative traks (likewise for y1;2) that pass the standard ARIANE reonstru-tion proedure, with full traking. By taking the di�erenes, the measurementbeomes insensitive to utuations of trak origin within the beam pro�le.Suh utuations beome unorrelated only in the ase of aidental pairs,where eah trak originates from an independent interation.In this analysis, we seleted prompt pairs (by time-of-ight ut), in orderto make sure that multiple sattering and, to a muh lesser extent, detetorresolution, are really the dominant ontributions to the vertex error.We made a gaussian �t to the vertex distributions in X and Y projetionsin 7 bins of trak momentum, in the range from 1.5 GeV/ to 3.5 GeV/.It is worth noting at this point that, as a standard part of the trak �tting2



proedure, far-away hits with respet to the trak are removed by a 3� ut.Only 6-hit trak were retained for this analysis.In order to make a meaningful omparision with the Monte Carlo with promptpion prodution, a 10% fration of the vertex distribution observed with a-idental pairs has been subtrated at eah momentum bin. This point will bedisussed in more detail in setion 3.5 below.
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Fig. 1. Vertex distributions in X and Y projetions. Only the minimum(p < 1:60GeV=, top) , and maximum (p > 3:25GeV=, bottom) momentum binsof �gure 2 are shown. GEANT Monte Carlo is superimposed for the optimum ��0found.The gaussian �t to the vertex distribution appears to be good in the entralregion, while small tails are observed at �xed momentum. These are a on-sequene of Coulomb large-angle satters, as well as possible reminders from3
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Fig. 2. Vertex resolution in X-projetion, as funtion of trak momentum. Full irlesare real prompt pairs (aidentals subtrated), and open irles the best Monte Carlooption illustrated in �gure 4. Open triangles show the predition from the standardGEANT-DIRAC, with material de�nition as in tables 1 and 2.aidentals and deays. The �ts were onsistently performed in the region�2�, in order to minimise the impat of the tails. For illustration, we show in�gure 1 the vertex distributions in X and Y projetions for the maximum andminimum momentum bins.Please note that pattern reognition of individual traks (whih takes plaeprior to trak �tting) requires the presene of MSGC and SFD hits within apointing geometry with respet to the beam intersetion with the target foil.Spae windows used are explained in some detail in referene [1℄, and they aresized (analytially) in order to ath the interation signal within aproximately4



0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

1 1.5 2 2.5 3 3.5 4
p (GeV/c)

σ y(c
m

)

Fig. 3. Vertex resolution in Y-projetion, as funtion of trak momentum. Full irlesare real prompt pairs (aidentals subtrated), and open irles the best Monte Carlooption illustrated in �gure 4. Open triangles show the predition from the standardGEANT-DIRAC, with material de�nition as in tables 1 and 2.2.5� from the predited value, while removing at the same time deays andother bakground soures outside spotted region. This ut has been tightenedfor this study, for the reasons mentioned above.We have alibrated the mean vertex position for di�erent run periods in 2001,and found that its time dependene is strongly orrelated with that observedfrom diret drift hamber alignment with respet to the beam. Although thisis irrelevant for the di�erene x1 � x2, this alibration was indeed taken intoaount for trak pattern reognition.5
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Fig. 4. �2 between real data and Monte Carlo (as de�ned in the text) as funtion ofinreased average multiple sattering angle in upstream detetors, for X (left) andY (right) projetions. Only points near the minimum are shown.The evolution of �tted � values with momentum, after subtration of ai-dentals, is plotted in �gures 2 and 3. These are alled in the following vertexresolutions. Empirially, we have parametrised the momentum dependene ofvertex resolution by the funtion � = a + b=p, whih provides an exellentdesription of the data.Now the results obtained with the full 2001 24 GeV/ data sample (94�m Nitarget) were ompared with the GEANT-DIRAC Monte Carlo using standardgeometry �les, 94�m Ni target thikness, and spei� material ontributionsfor MSGC and SFD detetors as indiated in tables 1 and 2. The values of A,6



Z, density � and thikness for eah simulated material layer, whih are the realinput for GEANT-DIRAC, are given in the �rst four olumns of this table.It is important to reall here that the default version of GEANT program[2℄, (whih is the one used by GEANT-DIRAC [3℄), makes use of the Moli�eretheory of multiple sattering, whih operates at every step during the traking,subjet to the ondition that the parameter 
0 is greater than 20. 
0 representsthe number of satters that take plae in a given step length t, aording tothe expression: 
0 = b t�2where b = 6702:33�Z 0se(Z0E�Z0X=Z0s)with Z 0s =Xi piAiZi(Zi + 1)Z 0E =Xi piAiZi(Zi + 1)logZi�2=3Z 0X =Xi piAiZi(Zi + 1)log[1 + 3:34(�Zi� )2℄where pi are the proportions by weight of atom type i with atom number Ziand mass number Ai, within a ompound made of i = 1; N di�erent elements.� is the partile veloity and � the �ne struture onstant.Table 1Traking medium data used by standard GEANT-DIRAC for one generi MSGCdetetor. There are four idential planes.Material A Z �(g=m3) t = �z X0(m) t=X0(�10�4)DME 25.95 12.02 1.85�10�3 0.200 14540. 0.138DESAG(�2) 25.75 12.52 2.51 0.0231 9.877 23.39Copper(�2) 63.54 29.00 8.96 0.00050 1.469 3.404Kapton(�2) 12.70 6.36 1.42 0.00250 28.91 0.8647Total 55.45�4=221.87



Table 2Traking medium data used by GEANT-DIRAC for one SFD detetor. There aretwo idential planes, X and Y (in 2001).Material A Z �(g=m3) t = �z X0(m) t=X0(�10�4)Polystyrene 11.16 5.61 1.032 0.250 43.55 57.40Paint(�2) 18.08 8.77 1.26 0.01465 26.23 5.585Cobex(�2) 13.94 6.90 1.35 0.022 28.91 7.609Total 83.79�2=167.6In the setup of DIRAC upstream detetors, the ondition 
0 > 20 is onlyviolated (in a signi�ant number of steps) in air gaps and MSGC DME gas,where GEANT is fored by the volume size to take a too small step size, inproportion with 1=�. In those ases, a preise parametrisation is performedby GEANT, alled plural sattering [2℄. We do not enter here into a moredetailed disussion of this part, beause the impat of those ases in the overallsattering angle is, in any ase, negligible.More important is that the onept of radiation length X0 [5℄, usually relatedto the multiple sattering angle �0 by formula [4℄:�0 = 13:6MeV�p s tX0 [1 + 0:038 log( tX0 )℄ (1)is not atually used by the Monte Carlo realisation of the Moli�ere theory inGEANT (as it is very well explained in [2℄) due to the fat that the sat-tering angles through onseutive small steps do not add up in quadraturein this theory. Instead, GEANT Monte Carlo alulates the sattering angle�0 through a given material step t aording to detailed parametrisations ofthe exat Moli�ere theory, orreted for �nite angle sattering as desribed byBethe. These parametrisations depend only on the quantities spei�ed in the�rst four olumns in tables 1 and 2, apart from pion energy and veloity.For the sake of omparison with other approahes, one may however wish tomake the approximation of obtaining an equivalent radiation length X0 fromthe e�etive A, Z and � input values given to GEANT-DIRAC in tables 1 and2. In order to do so, we may use for example the formula due to Dahl [4℄:X0 = 716:4gm�2AZ(Z + 1)log(287=pZ)� (2)and the result of this exerise is indiated in the last two olumns of tables1 and 2, where the values of X0 and X0 % fration (orresponding to real8



thikness) are given for eah traking medium. Following this approximation,a total radiation length an be obtained by adding the ontributions of indi-vidual layers in eah MSGC and SFD detetor, whih is also presented in thelast raw 1 .The vertex resolution falls short with these parameters with respet to theone observed with real data, as illustrated in �gures 2 and 3. The di�ereneis very appreiable.The most obvious interpretation for this di�erene is that the average radiationlength fration for upstream detetors is underestimated by the Monte Carlo.In fat, the data were provided by detetor builder groups, and most of thematerials are omposites for whih hemial omposition is unertain withauray better than 10-20%. In addition, the list of small omponents inGEANT is never omplete, and approximations have been made to simplifythe geometry. On the other hand, both purity and thikness of the 94�mtarget foil were subjet to spei� ontrols, so we did not assume that theyshould be hanged. In any ase, our analysis was restrited to the 94 �m datasample (in orrespondane with the Monte Carlo input), leaving aside the 98�m data. We do not inlude the Ionisation Detetor (IH) in this partiularde�nition of upstream detetors, sine obviously it annot be responsible forthe disrepany, being loated past the SFD.In order to hek whether this hypothesis is orret, we have inreased theaverage multiple sattering angle , whih we all ��0, in all upstream detetors(exluding the target foil, whih is well measured) by 12%, 13.5%, 15%, 16.5%,18% 19.5% and 21%, and re-proessed all GEANT-DIRAC traking . Theoutput for every dataset (40 bu�er �les of 50K events eah) is available for useby ARIANE, so that detetor digitisations and/or reonstrution proeduresmay be easily hanged afterwards.A good desription of the data is in fat ahieved by the Monte Carlo with15% inrease in ��0, both in normalisation and in momentum derivative, as itis illustrated in �gures 2 and 3. In fat, in order to measure the agreementbetween eah Monte Carlo hypothesis of ��0 and the prompt data, a �2 hasbeen de�ned as: �2 =Xi (�ip � �iMC)2(��ip)2 + (��iMC)2 (3)1 these one-detetor values ( 55:45 � 10�4 for MSGC and 83:79 � 10�4 for SFD-X) an be ompared with those obtained in referene [6℄, namely 53:86 � 10�4 forMSGC and 83:36 � 10�4 for SFD-X, with a spei� de�nition of equivalent X0,outside the GEANT framework. Comments about this result will follow in setion6. 9



where i runs over 7 bins of trak momentum in eah projetion (X or Y).The evolution of �2 as funtion of � ��0= ��0 is shown in �gure 4 for X and Yprojetions separately. Note that � ��0= ��0 indiates the relative hange in themean multiple sattering angle ��0 with respet to the nominal (0%) valuesindiated in tables 1 and 2.A minimum �2 (after paraboli interpolation) is found in X projetion atapproximately +16.5% and +14.5% in Y. A systemati error is estimatedin � 1.5% from the �gures, and from the relative onsisteny between bothprojetions. This point will be on�rmed by the studies made in the followingsetion. It applies to a mean observed deviation of +15%.The vertex distributions for the best Monte Carlo �t are also ompared in�gure 1 with real prompt data, and exellent agreement is found. Althoughmaximum and minimum momentum bins were hosen for illustration, agree-ment is equally good in all momentum bins.Let us learly point out that this Monte Carlo orresponds to the standard�+�� Coulomb-orrelated generator input, as it is used for the lifetime anal-ysis, where a good desription of QT and QL is essential.
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Fig. 5. Comparison between the vertex resolution in X projetion obtained from�tting methods A (full irles) and B (open irles) desribed in the text. Detetorresolutions were 260 �m for SFD and 116�m for MSGC.10



3 Cheks on systemati e�etsLet us now review other aspets of the GEANT-DIRAC Monte Carlo simu-lation and reonstrution, apart from the upstream radiation length fration,that might be unrealisti and ould perhaps explain the observed de�it invertex resolution.3.1 Trak �tting proedureThe vertex resolution de�it observed with the standard GEANT-DIRACMonte Carlo does not depend on the partiular hoie of trak �tting pro-edure that it is adopted. In fat, there are two (ARIANE seletable) mathe-matial proedures that have been used:A) simple straight-line �tB) multiple sattering orrelated �t
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Fig. 6. Comparison between the vertex resolution in Y projetion obtained from�tting methods A (full irles) and B (open irles) desribed in the text. Sameonditions as in �gure 5.Both of them perform a least-squared method to minimize the trak �2, andare desribed in detail in referene [1℄. In method A, the detetor ovariane11



matrix onsists of only diagonal terms, namely the inverse of the squaredintrisi resolutions of the 7 upstream detetors (6 in 2001 on�guration). Inmethod B, momentum-dependent non-diagonal terms are added in order todesribe multiple sattering orrelations between detetor elements, as well asdiagonal terms desribing partile propagation through multiple thin layers.In both of them, detetor resolutions are input to the program, and need tobe known "a priori". As we shall see, the �tted trak parameters depend onthose only at seond order.
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Fig. 7. Comparison between vertex resolution obtained (in method A) from di�er-ent hypothesis for the ratio of detetor resolutions �sfd=�msg namely 2 (line). 4(dashed) and 1 (dotted).The �t results are (in both ases) insensitive to an overall ovariane matrixnormalization fator. As a onsequene, in method A a global sale fator onthe MSGC and SFD resolution hypothesis is irrelevant. Only the ratio betweenthe two is signi�ant, whih is approximately given by a fator 2, aording totheir respetive pith distanes. In method B, the radiation length frationsof individual detetor elements are given as input for the orrelation matrix(values indiated in referene [7℄ were used for this purpose), as well as partilemomenta determined by ARIANE event by event.Figures 5 and 6 show a omparison between vertex resolution obtained withmethods A and B, for the same hypothesis of detetor resolution, in X andY projetions respetively. One an see that the di�erenes between the twomethods are small, due to the fat that in a given projetion there are only 312
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Fig. 8. Comparison between vertex resolution (X-projetion) obtained in method Bfrom di�erent sale fators on overall radiation length detetor frations in ovari-ane matrix. Continuous line and full irles orresponds to the standard setting,dotted line to sale fator 1.5 and dashed line to sale fator 0.5 (note satteringangle sales with the square).e�etive detetors subjet to orrelation (for example,X;X 0; SFD�X), whihis the minimum in order for the formalism to be e�etive. Method B simplyprovides a slightly better resolution at low momentum, better appreiated inX.Now �gure 7 shows the e�et of hanging the ratio �sfd=�msg from 1 to 4 inmethod A, and �gure 8 the e�et of hanging the average radiation length inall detetor layers by � 50 %, in method B (leaving detetor resolutions un-hanged). Both hanges are very extreme (by far inonsistent with our knowl-edge of those parameters), but nevertheless their impat on vertex resolutionis minor.In summary, it has been shown that di�erenes due to the traking proe-dure are themselves smaller that the observed resolution de�it, therefore it isexluded that they ould explain it. Although we reported here (for brevity)the results obtained with real spetrometer data, we observe exatly the sametrend with Monte Carlo data. 13



After onsideration of the previous results, we have adopted method A as thebaseline for our analysis, onsistently throughout this note. Clearly the issueis not having the best resolution, but rather being more sensitive to multiplesattering and insensitive to traking details, partiularly when the amount ofmatter is itself subjet to evaluation.3.2 MSGC lusterisationThe seond aspet of Monte Carlo simulation that we have analysed in detailis whether MSGC ARIANE digitisations (i.e. luster strip multipliities andharges) might be wrongly simulated. In other words, whether the desrip-tion of detetor resolution parameters of MSGC might inuene the results.Of ourse, it is quite lear that with a single-hit resolution of 50�m [7℄ thisinuene is bound to be small as ompared to multiple sattering, given thedetetor geometry. In any ase, here again the Monte Carlo is severely on-strained by the real data whih are used as input.
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Fig. 9. Comparison between vertex resolution obtained after variation of the MSGCluster size shown in �gure 10. The full irles and line orrespond to the standarddigitisation, where real multipliity is simulated. Dotted/dashed lines are obtainedwith all lusters having one/two mirostrips only.14
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Fig. 11. Comparison between vertex resolution (X-projetion) obtained after vari-ation of MSGC bakground level. Open/full triangles indiate +/- 10% variationof MSGC average hit multipliity, with respet to the observed (standard) values in�gure 12. Open irles show the ase where MSGC bakground is totally removed(lines are also shown in all ases, following a �t to a+ b=p parametrisation).possible run-to-run variations. As it an be appreiated, the simulation qualityis exellent. Not only average values are desribed, but also multipliity shapeis orretly reprodued.We show in �gure 11 the vertex resolution obtained after � 10% variation ofaverage hit multipliity, as ompared with the observed average values. Forreferene, we also show the predition for null MSGC bakground. It is learthat signi�ant hanges on noise onditions hardly hange the result. Theextreme hypothesis of null bakground learly illustrates the e�et of noise.At low momentum (where searh windows are larger for multiple sattering),the probability for noise hits to enter the trak is higher, given the fat thatpattern reognition uses the alibrated beam spot enter. Therefore, the vertexresolution beomes arti�ially improved.16
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Fig. 12. Real MSGC hit multipliity distributions for eah detetor in 2001 data (fullhistogram), along with standard Monte Carlo simulation (rosses).We onlude that a wrong simulation of MSGC bakground does not signi�-antly hange the observed de�it in vertex resolution.3.4 SFD bakgroundIn �gure 13 we show the vertex resolution obtained with SFD bakgroundremoved, as ompared with the one with nominal parameters. Although thebakground level (under ontrol of ARIANE via ux and ross-talk parame-ters) is high, its inuene on vertex resolution is negligible (both in X and Y).This is understood, sine noise SFD hits will not be followed by MSGC hitsin front, and the trak will not be reonstruted (let us reall that 6-hit trakswere seleted in this analysis).
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Fig. 13. Comparison between vertex resolution in X (top) and Y (bottom) obtainedfrom standard simulation (full irles) and simulation with SFD bakground re-moved.
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3.5 Beam spotsize and aidental pairsIn order to make an aurate omparison between spetrometer data and�+�� Monte Carlo, we have orreted the prompt experimental data to a-ount for the approximately 10% bakground of aidental pairs whih an bedetermined from observation of the preision time-of-ight spetrum. In fat,vertex resolution (determined by the MSGC's) is sensitive to the presene ofutuations of trak origin within the beam dimensions, as they are expetedto happen with aidental pairs. This is illustrated in �gure 14, where promptpairs are ompared with aidentals. The di�erene is more signi�ant in thevertial projetion, where the beam dispersion is signi�antly larger.
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Fig. 14. Comparison between vertex resolution observed for prompt pairs (blak) andaidental pairs (open) of 2001 data period. Top �gure refers to X-projetion andbottom �gure to Y-projetion.In the results presented so far, a 10% fration of the observed vertex distribu-tion for aidental pairs was subtrated bin-by-bin from the prompt distribu-tion, before the Gaussian �t is done, at every momentum interval. The atuale�et of this subtration is quite small, even in vertial projetion. It shouldbe realled that only the entral part of the vertex distribution is �tted to a19



Gaussian (see �gure 2). We have ross-heked that the observed behaviourwith real data is indeed well understood by a spei� Monte Carlo made foraidental pairs, where the beam dimensions an be hanged.The beam spotsize an be determined however using only experimental data,by �tting the points in �gure 14 to the expression �x;y = qA2x;y +B2x;y=p2,where the Ax;y parameter represents momentum-independent utuations (de-tetor resolution and beam size), and the Bx;y parameter those from multi-ple sattering. By taking the di�erenes qA2a � A2prompt we an estimate thebeam dimensions, and the results are indiated in table 3. They are in reason-able agreement with those of referene [9℄. It is remarkable that, despite thestrong variation from Ax to Ay for aidental pairs (due to beam width), thevalues of Bx and By are hardly di�erent, as expeted. Note the data over thefull 2001 data period with Ni 24 GeV/ beam.Table 3Fitted values for A and B from prompt and aidental pairs, and beam spot sizes �xand �y determined from A parameters. Note that only statistial errors are quotedhere. Ax (m) Bx (m�GeV/) Ay (m) By (m�GeV/)Prompt 0.133 � 0.002 0.552 � 0.003 0.154 � 0.002 0.570 � 0.003Aidentals 0.150 � 0.002 0.552 � 0.003 0.252 � 0.001 0.547 � 0.003�x (m) �y (m)0.069 � 0.005 0.204 � 0.002
3.6 Long lifetime partilesThe strong time oinidene, ahieved with preision time-of-ight ounters forprompt pairs, may still orrelate pion pairs from the same proton interation,where one of them is atually the deay produt of another partile, withdelay shorter than 0.9 ns. It is in priniple possible that those long-lifetimedeays (no larger than 10% , as determined by the pionium analysis program)gave a wider transverse vertex distribution, and that this e�et might be theexplanation of the resolution shortfall.We have made a simple hek, by seleting only pairs where one of them hasa muon tag, determined by the oinidene of muon ounters and pre-showerdetetor signals. The vertex resolution from those events (100% muon tagged)is ompared with the standard one from prompt pairs (where muon tagged20
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with expetation, and the lab momentum spetra are ompared in �gure 15,showing a softer muon spetrum, probably due to neutrino emission. Despitethe fat that pion lifetime is larger than any other possible long-lifetime reso-nane ontribution, the vertex distribution is hardly distorted in the tranversediretion. Note should be taken that the QT < 4MeV= ut avoids large-angletraks by onstrution, no matter how large the resonane mass an be. So itis lear that a possible explanation of resolution de�it by long-lifetime deaysan be safely exluded.
4 ConlusionsThe following onlusions an be derived from the analysis presented in thisnote:1) The average multiple sattering angle in upstream detetors is underesti-mated by standard GEANT-DIRAC Monte Carlo by 15 � 1.5 % . Wrongvalues were therefore used as the baseline analysis for DIRAC lifetime publi-ation [10℄, whih needs to be revised, both for real values and for systematierror analysis. The results agree with our presentation to the ollaborationmade on February 19. We �nd no other possible interpretation of the vertexresolution data analysed here.2) Measurements of multiple sattering angle from a dediated setup using drifthambers have been reported [6℄. We did not �nd in this publiation a diretomparison with GEANT-DIRAC Monte Carlo for the detetors under test,but rather a determination of an equivalent radiation length based upon athree-Gaussian �t 2 . Sine this is far from being the approah followed byGEANT, we see no way to derive onlusions from the approximate equalityof the equivalent radiation lengths found in [6℄ for MSGC and SFD-X andthose quoted in tables 1 and 2. Apart from the fat that the usual radiationlength fration onept, as illustrated for example in formula (1), is not usedin any of the two approahes, the de�nition of equivalent is di�erent: in onease, it arises from the three-Gaussian �t, and in the other from utilisationof Dahl's formula (2), atually outside the GEANT traking framework.3) We �nd no sign of poor performane of GEANT-DIRAC traking, usingMoli�ere-Bethe theory, after having resaled the average multiple satteringangle in upstream detetors. On the ontrary, after this resaling (whihis mathematially equivalent to a rede�nition of average A,Z and/or smallthikness or geometry hanges), the performane is really good in all ritial2 it is interesting to remark that this equivalent radiation length of pure elementslike Ni and Al are larger than those reported by the Partile Data Group [4℄ byfators 1.15 and 1.20, respetively. 22



distributions suh as momentum and opening-angle dependene of vertexresolution. This is the simplest and most e�etive solution, sine what theDIRAC experiment needs is an aurate desription of QT resolution in�+�� phase spae, and this goal is fully ahieved, as it has been demon-strated.
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