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Abstra
tIn DIRAC, resolution in the �+�� intera
tion vertex inside the target foil isdominated by multiple s
attering in upstream spe
trometer, in
luding the targetitself. A detailed analysis has been 
arried out of vertex resolution as fun
tion ofmomentum, where real 2001 spe
trometer data have been 
ompared with standardGEANT-DIRAC Monte Carlo simulation, in
luding dete
tor ba
kgrounds. A signif-i
ant dis
repan
y is found, whi
h is unambiguously attributed to underestimationof average multiple s
attering in upstream dete
tors by the Monte Carlo.
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1 Introdu
tionKnowledge of multiple s
attering in DIRAC experiment is important be
auseit determines Q resolution when Monte Carlo is used to extra
t the narrowsignal from atom pairs. The upstream radiation length fra
tion is spe
ially
riti
al for QT resolution.Chemi
al spe
i�
ations, pre
ise thi
knesses and diÆ
ulty of very detailed ge-ometry of 
omponents of SFD and MSGC dete
tors do not allow an "a priori"knowledge of the material 
ontribution better that roughly 10%. Thereforemeasurements must be made with real data, in order to attain the per
enta

ura
y level.The four MSGC high resolution dete
tors pla
ed at 1.5 m from the target foil,together with the GEANT tra
king 
apability using Moli�ere theory, provide a
lean determination of multiple s
attering 
u
tuations to this a

ura
y. Usingtra
king dete
tors to evaluate their own multiple s
attering is the natural andstandard way to do this job. The tra
king tools were implemented in referen
e[1℄.The obvious idea is to exploit the fa
t that real �+�� prompt intera
tions
ome from a single mathemati
al spa
e point (of nu
lear size dimensions),and to use beam un
onstrained tra
k �tting to study the error.
2 Vertex resolution analysisA vertex position has been de�ned inside the target plane by 
oordinates(x1 � x2 ; y1 � y2) where x1;2 are extrapolated X-
oordinates for positive andnegative tra
ks (likewise for y1;2) that pass the standard ARIANE re
onstru
-tion pro
edure, with full tra
king. By taking the di�eren
es, the measurementbe
omes insensitive to 
u
tuations of tra
k origin within the beam pro�le.Su
h 
u
tuations be
ome un
orrelated only in the 
ase of a

idental pairs,where ea
h tra
k originates from an independent intera
tion.In this analysis, we sele
ted prompt pairs (by time-of-
ight 
ut), in orderto make sure that multiple s
attering and, to a mu
h lesser extent, dete
torresolution, are really the dominant 
ontributions to the vertex error.We made a gaussian �t to the vertex distributions in X and Y proje
tionsin 7 bins of tra
k momentum, in the range from 1.5 GeV/
 to 3.5 GeV/
.It is worth noting at this point that, as a standard part of the tra
k �tting2



pro
edure, far-away hits with respe
t to the tra
k are removed by a 3� 
ut.Only 6-hit tra
k were retained for this analysis.In order to make a meaningful 
omparision with the Monte Carlo with promptpion produ
tion, a 10% fra
tion of the vertex distribution observed with a
-
idental pairs has been subtrated at ea
h momentum bin. This point will bedis
ussed in more detail in se
tion 3.5 below.
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Fig. 1. Vertex distributions in X and Y proje
tions. Only the minimum(p < 1:60GeV=
, top) , and maximum (p > 3:25GeV=
, bottom) momentum binsof �gure 2 are shown. GEANT Monte Carlo is superimposed for the optimum ��0found.The gaussian �t to the vertex distribution appears to be good in the 
entralregion, while small tails are observed at �xed momentum. These are a 
on-sequen
e of Coulomb large-angle s
atters, as well as possible reminders from3
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Fig. 2. Vertex resolution in X-proje
tion, as fun
tion of tra
k momentum. Full 
ir
lesare real prompt pairs (a

identals subtra
ted), and open 
ir
les the best Monte Carlooption illustrated in �gure 4. Open triangles show the predi
tion from the standardGEANT-DIRAC, with material de�nition as in tables 1 and 2.a

identals and de
ays. The �ts were 
onsistently performed in the region�2�, in order to minimise the impa
t of the tails. For illustration, we show in�gure 1 the vertex distributions in X and Y proje
tions for the maximum andminimum momentum bins.Please note that pattern re
ognition of individual tra
ks (whi
h takes pla
eprior to tra
k �tting) requires the presen
e of MSGC and SFD hits within apointing geometry with respe
t to the beam interse
tion with the target foil.Spa
e windows used are explained in some detail in referen
e [1℄, and they aresized (analyti
ally) in order to 
at
h the intera
tion signal within aproximately4
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Fig. 3. Vertex resolution in Y-proje
tion, as fun
tion of tra
k momentum. Full 
ir
lesare real prompt pairs (a

identals subtra
ted), and open 
ir
les the best Monte Carlooption illustrated in �gure 4. Open triangles show the predi
tion from the standardGEANT-DIRAC, with material de�nition as in tables 1 and 2.2.5� from the predi
ted value, while removing at the same time de
ays andother ba
kground sour
es outside spotted region. This 
ut has been tightenedfor this study, for the reasons mentioned above.We have 
alibrated the mean vertex position for di�erent run periods in 2001,and found that its time dependen
e is strongly 
orrelated with that observedfrom dire
t drift 
hamber alignment with respe
t to the beam. Although thisis irrelevant for the di�eren
e x1 � x2, this 
alibration was indeed taken intoa

ount for tra
k pattern re
ognition.5
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Fig. 4. �2 between real data and Monte Carlo (as de�ned in the text) as fun
tion ofin
reased average multiple s
attering angle in upstream dete
tors, for X (left) andY (right) proje
tions. Only points near the minimum are shown.The evolution of �tted � values with momentum, after subtra
tion of a

i-dentals, is plotted in �gures 2 and 3. These are 
alled in the following vertexresolutions. Empiri
ally, we have parametrised the momentum dependen
e ofvertex resolution by the fun
tion � = a + b=p, whi
h provides an ex
ellentdes
ription of the data.Now the results obtained with the full 2001 24 GeV/
 data sample (94�m Nitarget) were 
ompared with the GEANT-DIRAC Monte Carlo using standardgeometry �les, 94�m Ni target thi
kness, and spe
i�
 material 
ontributionsfor MSGC and SFD dete
tors as indi
ated in tables 1 and 2. The values of A,6



Z, density � and thi
kness for ea
h simulated material layer, whi
h are the realinput for GEANT-DIRAC, are given in the �rst four 
olumns of this table.It is important to re
all here that the default version of GEANT program[2℄, (whi
h is the one used by GEANT-DIRAC [3℄), makes use of the Moli�eretheory of multiple s
attering, whi
h operates at every step during the tra
king,subje
t to the 
ondition that the parameter 
0 is greater than 20. 
0 representsthe number of s
atters that take pla
e in a given step length t, a

ording tothe expression: 
0 = b
 t�2where b
 = 6702:33�Z 0se(Z0E�Z0X=Z0s)with Z 0s =Xi piAiZi(Zi + 1)Z 0E =Xi piAiZi(Zi + 1)logZi�2=3Z 0X =Xi piAiZi(Zi + 1)log[1 + 3:34(�Zi� )2℄where pi are the proportions by weight of atom type i with atom number Ziand mass number Ai, within a 
ompound made of i = 1; N di�erent elements.� is the parti
le velo
ity and � the �ne stru
ture 
onstant.Table 1Tra
king medium data used by standard GEANT-DIRAC for one generi
 MSGCdete
tor. There are four identi
al planes.Material A Z �(g=
m3) t = �z X0(
m) t=X0(�10�4)DME 25.95 12.02 1.85�10�3 0.200 14540. 0.138DESAG(�2) 25.75 12.52 2.51 0.0231 9.877 23.39Copper(�2) 63.54 29.00 8.96 0.00050 1.469 3.404Kapton(�2) 12.70 6.36 1.42 0.00250 28.91 0.8647Total 55.45�4=221.87



Table 2Tra
king medium data used by GEANT-DIRAC for one SFD dete
tor. There aretwo identi
al planes, X and Y (in 2001).Material A Z �(g=
m3) t = �z X0(
m) t=X0(�10�4)Polystyrene 11.16 5.61 1.032 0.250 43.55 57.40Paint(�2) 18.08 8.77 1.26 0.01465 26.23 5.585Cobex(�2) 13.94 6.90 1.35 0.022 28.91 7.609Total 83.79�2=167.6In the setup of DIRAC upstream dete
tors, the 
ondition 
0 > 20 is onlyviolated (in a signi�
ant number of steps) in air gaps and MSGC DME gas,where GEANT is for
ed by the volume size to take a too small step size, inproportion with 1=�. In those 
ases, a pre
ise parametrisation is performedby GEANT, 
alled plural s
attering [2℄. We do not enter here into a moredetailed dis
ussion of this part, be
ause the impa
t of those 
ases in the overalls
attering angle is, in any 
ase, negligible.More important is that the 
on
ept of radiation length X0 [5℄, usually relatedto the multiple s
attering angle �0 by formula [4℄:�0 = 13:6MeV�p s tX0 [1 + 0:038 log( tX0 )℄ (1)is not a
tually used by the Monte Carlo realisation of the Moli�ere theory inGEANT (as it is very well explained in [2℄) due to the fa
t that the s
at-tering angles through 
onse
utive small steps do not add up in quadraturein this theory. Instead, GEANT Monte Carlo 
al
ulates the s
attering angle�0 through a given material step t a

ording to detailed parametrisations ofthe exa
t Moli�ere theory, 
orre
ted for �nite angle s
attering as des
ribed byBethe. These parametrisations depend only on the quantities spe
i�ed in the�rst four 
olumns in tables 1 and 2, apart from pion energy and velo
ity.For the sake of 
omparison with other approa
hes, one may however wish tomake the approximation of obtaining an equivalent radiation length X0 fromthe e�e
tive A, Z and � input values given to GEANT-DIRAC in tables 1 and2. In order to do so, we may use for example the formula due to Dahl [4℄:X0 = 716:4g
m�2AZ(Z + 1)log(287=pZ)� (2)and the result of this exer
ise is indi
ated in the last two 
olumns of tables1 and 2, where the values of X0 and X0 % fra
tion (
orresponding to real8



thi
kness) are given for ea
h tra
king medium. Following this approximation,a total radiation length 
an be obtained by adding the 
ontributions of indi-vidual layers in ea
h MSGC and SFD dete
tor, whi
h is also presented in thelast raw 1 .The vertex resolution falls short with these parameters with respe
t to theone observed with real data, as illustrated in �gures 2 and 3. The di�eren
eis very appre
iable.The most obvious interpretation for this di�eren
e is that the average radiationlength fra
tion for upstream dete
tors is underestimated by the Monte Carlo.In fa
t, the data were provided by dete
tor builder groups, and most of thematerials are 
omposites for whi
h 
hemi
al 
omposition is un
ertain witha

ura
y better than 10-20%. In addition, the list of small 
omponents inGEANT is never 
omplete, and approximations have been made to simplifythe geometry. On the other hand, both purity and thi
kness of the 94�mtarget foil were subje
t to spe
i�
 
ontrols, so we did not assume that theyshould be 
hanged. In any 
ase, our analysis was restri
ted to the 94 �m datasample (in 
orrespondan
e with the Monte Carlo input), leaving aside the 98�m data. We do not in
lude the Ionisation Dete
tor (IH) in this parti
ularde�nition of upstream dete
tors, sin
e obviously it 
annot be responsible forthe dis
repan
y, being lo
ated past the SFD.In order to 
he
k whether this hypothesis is 
orre
t, we have in
reased theaverage multiple s
attering angle , whi
h we 
all ��0, in all upstream dete
tors(ex
luding the target foil, whi
h is well measured) by 12%, 13.5%, 15%, 16.5%,18% 19.5% and 21%, and re-pro
essed all GEANT-DIRAC tra
king . Theoutput for every dataset (40 bu�er �les of 50K events ea
h) is available for useby ARIANE, so that dete
tor digitisations and/or re
onstru
tion pro
eduresmay be easily 
hanged afterwards.A good des
ription of the data is in fa
t a
hieved by the Monte Carlo with15% in
rease in ��0, both in normalisation and in momentum derivative, as itis illustrated in �gures 2 and 3. In fa
t, in order to measure the agreementbetween ea
h Monte Carlo hypothesis of ��0 and the prompt data, a �2 hasbeen de�ned as: �2 =Xi (�ip � �iMC)2(��ip)2 + (��iMC)2 (3)1 these one-dete
tor values ( 55:45 � 10�4 for MSGC and 83:79 � 10�4 for SFD-X) 
an be 
ompared with those obtained in referen
e [6℄, namely 53:86 � 10�4 forMSGC and 83:36 � 10�4 for SFD-X, with a spe
i�
 de�nition of equivalent X0,outside the GEANT framework. Comments about this result will follow in se
tion6. 9



where i runs over 7 bins of tra
k momentum in ea
h proje
tion (X or Y).The evolution of �2 as fun
tion of � ��0= ��0 is shown in �gure 4 for X and Yproje
tions separately. Note that � ��0= ��0 indi
ates the relative 
hange in themean multiple s
attering angle ��0 with respe
t to the nominal (0%) valuesindi
ated in tables 1 and 2.A minimum �2 (after paraboli
 interpolation) is found in X proje
tion atapproximately +16.5% and +14.5% in Y. A systemati
 error is estimatedin � 1.5% from the �gures, and from the relative 
onsisten
y between bothproje
tions. This point will be 
on�rmed by the studies made in the followingse
tion. It applies to a mean observed deviation of +15%.The vertex distributions for the best Monte Carlo �t are also 
ompared in�gure 1 with real prompt data, and ex
ellent agreement is found. Althoughmaximum and minimum momentum bins were 
hosen for illustration, agree-ment is equally good in all momentum bins.Let us 
learly point out that this Monte Carlo 
orresponds to the standard�+�� Coulomb-
orrelated generator input, as it is used for the lifetime anal-ysis, where a good des
ription of QT and QL is essential.
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Fig. 5. Comparison between the vertex resolution in X proje
tion obtained from�tting methods A (full 
ir
les) and B (open 
ir
les) des
ribed in the text. Dete
torresolutions were 260 �m for SFD and 116�m for MSGC.10



3 Che
ks on systemati
 e�e
tsLet us now review other aspe
ts of the GEANT-DIRAC Monte Carlo simu-lation and re
onstru
tion, apart from the upstream radiation length fra
tion,that might be unrealisti
 and 
ould perhaps explain the observed de�
it invertex resolution.3.1 Tra
k �tting pro
edureThe vertex resolution de�
it observed with the standard GEANT-DIRACMonte Carlo does not depend on the parti
ular 
hoi
e of tra
k �tting pro-
edure that it is adopted. In fa
t, there are two (ARIANE sele
table) mathe-mati
al pro
edures that have been used:A) simple straight-line �tB) multiple s
attering 
orrelated �t
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Fig. 6. Comparison between the vertex resolution in Y proje
tion obtained from�tting methods A (full 
ir
les) and B (open 
ir
les) des
ribed in the text. Same
onditions as in �gure 5.Both of them perform a least-squared method to minimize the tra
k �2, andare des
ribed in detail in referen
e [1℄. In method A, the dete
tor 
ovarian
e11



matrix 
onsists of only diagonal terms, namely the inverse of the squaredintrisi
 resolutions of the 7 upstream dete
tors (6 in 2001 
on�guration). Inmethod B, momentum-dependent non-diagonal terms are added in order todes
ribe multiple s
attering 
orrelations between dete
tor elements, as well asdiagonal terms des
ribing parti
le propagation through multiple thin layers.In both of them, dete
tor resolutions are input to the program, and need tobe known "a priori". As we shall see, the �tted tra
k parameters depend onthose only at se
ond order.
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Fig. 7. Comparison between vertex resolution obtained (in method A) from di�er-ent hypothesis for the ratio of dete
tor resolutions �sfd=�msg
 namely 2 (line). 4(dashed) and 1 (dotted).The �t results are (in both 
ases) insensitive to an overall 
ovarian
e matrixnormalization fa
tor. As a 
onsequen
e, in method A a global s
ale fa
tor onthe MSGC and SFD resolution hypothesis is irrelevant. Only the ratio betweenthe two is signi�
ant, whi
h is approximately given by a fa
tor 2, a

ording totheir respe
tive pit
h distan
es. In method B, the radiation length fra
tionsof individual dete
tor elements are given as input for the 
orrelation matrix(values indi
ated in referen
e [7℄ were used for this purpose), as well as parti
lemomenta determined by ARIANE event by event.Figures 5 and 6 show a 
omparison between vertex resolution obtained withmethods A and B, for the same hypothesis of dete
tor resolution, in X andY proje
tions respe
tively. One 
an see that the di�eren
es between the twomethods are small, due to the fa
t that in a given proje
tion there are only 312
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Fig. 8. Comparison between vertex resolution (X-proje
tion) obtained in method Bfrom di�erent s
ale fa
tors on overall radiation length dete
tor fra
tions in 
ovari-an
e matrix. Continuous line and full 
ir
les 
orresponds to the standard setting,dotted line to s
ale fa
tor 1.5 and dashed line to s
ale fa
tor 0.5 (note s
atteringangle s
ales with the square).e�e
tive dete
tors subje
t to 
orrelation (for example,X;X 0; SFD�X), whi
his the minimum in order for the formalism to be e�e
tive. Method B simplyprovides a slightly better resolution at low momentum, better appre
iated inX.Now �gure 7 shows the e�e
t of 
hanging the ratio �sfd=�msg
 from 1 to 4 inmethod A, and �gure 8 the e�e
t of 
hanging the average radiation length inall dete
tor layers by � 50 %, in method B (leaving dete
tor resolutions un-
hanged). Both 
hanges are very extreme (by far in
onsistent with our knowl-edge of those parameters), but nevertheless their impa
t on vertex resolutionis minor.In summary, it has been shown that di�eren
es due to the tra
king pro
e-dure are themselves smaller that the observed resolution de�
it, therefore it isex
luded that they 
ould explain it. Although we reported here (for brevity)the results obtained with real spe
trometer data, we observe exa
tly the sametrend with Monte Carlo data. 13



After 
onsideration of the previous results, we have adopted method A as thebaseline for our analysis, 
onsistently throughout this note. Clearly the issueis not having the best resolution, but rather being more sensitive to multiples
attering and insensitive to tra
king details, parti
ularly when the amount ofmatter is itself subje
t to evaluation.3.2 MSGC 
lusterisationThe se
ond aspe
t of Monte Carlo simulation that we have analysed in detailis whether MSGC ARIANE digitisations (i.e. 
luster strip multipli
ities and
harges) might be wrongly simulated. In other words, whether the des
rip-tion of dete
tor resolution parameters of MSGC might in
uen
e the results.Of 
ourse, it is quite 
lear that with a single-hit resolution of 50�m [7℄ thisin
uen
e is bound to be small as 
ompared to multiple s
attering, given thedete
tor geometry. In any 
ase, here again the Monte Carlo is severely 
on-strained by the real data whi
h are used as input.
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Fig. 9. Comparison between vertex resolution obtained after variation of the MSGC
luster size shown in �gure 10. The full 
ir
les and line 
orrespond to the standarddigitisation, where real multipli
ity is simulated. Dotted/dashed lines are obtainedwith all 
lusters having one/two mi
rostrips only.14
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Cluster sizeFig. 10. Distribution of mi
rostrip multipli
ity (
luster size) of MSGC hits in real2001 data. Bla
k dashed line in
ludes ba
kground hits, whereas red line only thosethat belong to tra
ks.For illustration, we show in �gure 9 the predi
tion for vertex resolution underthe assumption that all 
luster sizes were equal to one mi
rostrip and thatall were equal to two mi
rostrips. The mi
rostrip multipli
ity distribution isindi
ated in �gure 10. It is 
lear that both asumptions are extreme, in relationwith the pre
ision of the digitisation 
ode. However, the 
hanges indu
ed arevery small.The 
on
lusion of this study is that strong variations in the intrinsi
 resolutionof MSGC 
annot explain the observed dis
repan
y in vertex resolution, andhardly 
hange the Monte Carlo predi
tion.3.3 MSGC ba
kgroundNoise level is quite strong in both MSGC and SFD dete
tors. Be
ause thevertex resolution relies mostly on the MSGC, we have studied the in
uen
e of
hanging the MSGC ba
kground 
onditions on the previous results.The general 
hara
teristi
s of MSGC ba
kground are des
ribed in referen
e[8℄, together with the simulation tools used. It is important to note that thissimulation is totally 
onstrained by the observed hit multipli
ities. We showin �gure 11 (bottom part) the number of MSGC hits found within a 3� roadaround drift 
hamber tra
ks, for ea
h dete
tor plane, together with MonteCarlo simulation. The full 2001 data sample is in
luded, in order to a

ount for15
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Fig. 11. Comparison between vertex resolution (X-proje
tion) obtained after vari-ation of MSGC ba
kground level. Open/full triangles indi
ate +/- 10% variationof MSGC average hit multipli
ity, with respe
t to the observed (standard) values in�gure 12. Open 
ir
les show the 
ase where MSGC ba
kground is totally removed(lines are also shown in all 
ases, following a �t to a+ b=p parametrisation).possible run-to-run variations. As it 
an be appre
iated, the simulation qualityis ex
ellent. Not only average values are des
ribed, but also multipli
ity shapeis 
orre
tly reprodu
ed.We show in �gure 11 the vertex resolution obtained after � 10% variation ofaverage hit multipli
ity, as 
ompared with the observed average values. Forreferen
e, we also show the predi
tion for null MSGC ba
kground. It is 
learthat signi�
ant 
hanges on noise 
onditions hardly 
hange the result. Theextreme hypothesis of null ba
kground 
learly illustrates the e�e
t of noise.At low momentum (where sear
h windows are larger for multiple s
attering),the probability for noise hits to enter the tra
k is higher, given the fa
t thatpattern re
ognition uses the 
alibrated beam spot 
enter. Therefore, the vertexresolution be
omes arti�
ially improved.16
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Fig. 12. Real MSGC hit multipli
ity distributions for ea
h dete
tor in 2001 data (fullhistogram), along with standard Monte Carlo simulation (
rosses).We 
on
lude that a wrong simulation of MSGC ba
kground does not signi�-
antly 
hange the observed de�
it in vertex resolution.3.4 SFD ba
kgroundIn �gure 13 we show the vertex resolution obtained with SFD ba
kgroundremoved, as 
ompared with the one with nominal parameters. Although theba
kground level (under 
ontrol of ARIANE via 
ux and 
ross-talk parame-ters) is high, its in
uen
e on vertex resolution is negligible (both in X and Y).This is understood, sin
e noise SFD hits will not be followed by MSGC hitsin front, and the tra
k will not be re
onstru
ted (let us re
all that 6-hit tra
kswere sele
ted in this analysis).
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Fig. 13. Comparison between vertex resolution in X (top) and Y (bottom) obtainedfrom standard simulation (full 
ir
les) and simulation with SFD ba
kground re-moved.
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3.5 Beam spotsize and a

idental pairsIn order to make an a

urate 
omparison between spe
trometer data and�+�� Monte Carlo, we have 
orre
ted the prompt experimental data to a
-
ount for the approximately 10% ba
kground of a

idental pairs whi
h 
an bedetermined from observation of the pre
ision time-of-
ight spe
trum. In fa
t,vertex resolution (determined by the MSGC's) is sensitive to the presen
e of
u
tuations of tra
k origin within the beam dimensions, as they are expe
tedto happen with a

idental pairs. This is illustrated in �gure 14, where promptpairs are 
ompared with a

identals. The di�eren
e is more signi�
ant in theverti
al proje
tion, where the beam dispersion is signi�
antly larger.
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Fig. 14. Comparison between vertex resolution observed for prompt pairs (bla
k) anda

idental pairs (open) of 2001 data period. Top �gure refers to X-proje
tion andbottom �gure to Y-proje
tion.In the results presented so far, a 10% fra
tion of the observed vertex distribu-tion for a

idental pairs was subtra
ted bin-by-bin from the prompt distribu-tion, before the Gaussian �t is done, at every momentum interval. The a
tuale�e
t of this subtra
tion is quite small, even in verti
al proje
tion. It shouldbe re
alled that only the 
entral part of the vertex distribution is �tted to a19



Gaussian (see �gure 2). We have 
ross-
he
ked that the observed behaviourwith real data is indeed well understood by a spe
i�
 Monte Carlo made fora

idental pairs, where the beam dimensions 
an be 
hanged.The beam spotsize 
an be determined however using only experimental data,by �tting the points in �gure 14 to the expression �x;y = qA2x;y +B2x;y=p2,where the Ax;y parameter represents momentum-independent 
u
tuations (de-te
tor resolution and beam size), and the Bx;y parameter those from multi-ple s
attering. By taking the di�eren
es qA2a

 � A2prompt we 
an estimate thebeam dimensions, and the results are indi
ated in table 3. They are in reason-able agreement with those of referen
e [9℄. It is remarkable that, despite thestrong variation from Ax to Ay for a

idental pairs (due to beam width), thevalues of Bx and By are hardly di�erent, as expe
ted. Note the data 
over thefull 2001 data period with Ni 24 GeV/
 beam.Table 3Fitted values for A and B from prompt and a

idental pairs, and beam spot sizes �xand �y determined from A parameters. Note that only statisti
al errors are quotedhere. Ax (
m) Bx (
m�GeV/
) Ay (
m) By (
m�GeV/
)Prompt 0.133 � 0.002 0.552 � 0.003 0.154 � 0.002 0.570 � 0.003A

identals 0.150 � 0.002 0.552 � 0.003 0.252 � 0.001 0.547 � 0.003�x (
m) �y (
m)0.069 � 0.005 0.204 � 0.002
3.6 Long lifetime parti
lesThe strong time 
oin
iden
e, a
hieved with pre
ision time-of-
ight 
ounters forprompt pairs, may still 
orrelate pion pairs from the same proton intera
tion,where one of them is a
tually the de
ay produ
t of another parti
le, withdelay shorter than 0.9 ns. It is in prin
iple possible that those long-lifetimede
ays (no larger than 10% , as determined by the pionium analysis program)gave a wider transverse vertex distribution, and that this e�e
t might be theexplanation of the resolution shortfall.We have made a simple 
he
k, by sele
ting only pairs where one of them hasa muon tag, determined by the 
oin
iden
e of muon 
ounters and pre-showerdete
tor signals. The vertex resolution from those events (100% muon tagged)is 
ompared with the standard one from prompt pairs (where muon tagged20
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p (GeV/c)Fig. 15. Comparison between vertex resolution observed with prompt pairs havingmuon tags removed (full 
ir
les) and pairs with only muon tags (open 
ir
les). Xand Y proje
tions are shown separately. The bottom �gure shows the momentumspe
tra for the 
orresponding prompt (bla
k) and muon-tagged (red) pairs, with equalnormalisation.events were vetoed) and it is shown in �gure 15. The observed muon fra
tion(reje
ted by standard ARIANE re
onstru
tion) is about 10%, in agreement21



with expe
tation, and the lab momentum spe
tra are 
ompared in �gure 15,showing a softer muon spe
trum, probably due to neutrino emission. Despitethe fa
t that pion lifetime is larger than any other possible long-lifetime reso-nan
e 
ontribution, the vertex distribution is hardly distorted in the tranversedire
tion. Note should be taken that the QT < 4MeV=
 
ut avoids large-angletra
ks by 
onstru
tion, no matter how large the resonan
e mass 
an be. So itis 
lear that a possible explanation of resolution de�
it by long-lifetime de
ays
an be safely ex
luded.
4 Con
lusionsThe following 
on
lusions 
an be derived from the analysis presented in thisnote:1) The average multiple s
attering angle in upstream dete
tors is underesti-mated by standard GEANT-DIRAC Monte Carlo by 15 � 1.5 % . Wrongvalues were therefore used as the baseline analysis for DIRAC lifetime publi-
ation [10℄, whi
h needs to be revised, both for real values and for systemati
error analysis. The results agree with our presentation to the 
ollaborationmade on February 19. We �nd no other possible interpretation of the vertexresolution data analysed here.2) Measurements of multiple s
attering angle from a dedi
ated setup using drift
hambers have been reported [6℄. We did not �nd in this publi
ation a dire
t
omparison with GEANT-DIRAC Monte Carlo for the dete
tors under test,but rather a determination of an equivalent radiation length based upon athree-Gaussian �t 2 . Sin
e this is far from being the approa
h followed byGEANT, we see no way to derive 
on
lusions from the approximate equalityof the equivalent radiation lengths found in [6℄ for MSGC and SFD-X andthose quoted in tables 1 and 2. Apart from the fa
t that the usual radiationlength fra
tion 
on
ept, as illustrated for example in formula (1), is not usedin any of the two approa
hes, the de�nition of equivalent is di�erent: in one
ase, it arises from the three-Gaussian �t, and in the other from utilisationof Dahl's formula (2), a
tually outside the GEANT tra
king framework.3) We �nd no sign of poor performan
e of GEANT-DIRAC tra
king, usingMoli�ere-Bethe theory, after having res
aled the average multiple s
atteringangle in upstream dete
tors. On the 
ontrary, after this res
aling (whi
his mathemati
ally equivalent to a rede�nition of average A,Z and/or smallthi
kness or geometry 
hanges), the performan
e is really good in all 
riti
al2 it is interesting to remark that this equivalent radiation length of pure elementslike Ni and Al are larger than those reported by the Parti
le Data Group [4℄ byfa
tors 1.15 and 1.20, respe
tively. 22



distributions su
h as momentum and opening-angle dependen
e of vertexresolution. This is the simplest and most e�e
tive solution, sin
e what theDIRAC experiment needs is an a

urate des
ription of QT resolution in�+�� phase spa
e, and this goal is fully a
hieved, as it has been demon-strated.
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