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Abstra
tOur re
ent experimental studies of K+K� 
ontamination in �+�� sample, to-gether with new Monte Carlo data with improved statisti
s and angular 
overage,as well as 
onsideration of Ni target impurity, have led us to the implementation ofa 
omplete set of small 
orre
tions to our previous result for Pionium lifetime with2001 data. Further 
he
ks have also been made on the �t stability against various�2-�t parameter values.
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1 K+K� ba
kgroundSin
e the publi
ation of our measurement of Pionium lifetime [1℄, we have in-vestigated experimentally the possible presen
e of missidenti�ed K+K� pairsin the �+�� sample. Although the level of su
h 
ontamination was expe
ted tobe very small [2℄, its importan
e stems from the fa
t that the Coulomb inter-a
tion is mu
h stronger for K+K� than it is for �+��, at the same value of Q.This is a 
onsequen
e of the di�erent Bohr radius in the Sommerfeld wave fun
-tion (so 
alled Sakharov fa
tor AC(Q)). Our investigation pro
eeded in twosteps. First, we determined the 
ontamination fra
tion rK = K+K�=�+��at low pair momentum (p = 2:8 GeV=
) to be rK = (2:38 � 0:35) � 10�3,by means of the TDC information of upstream dete
tors [3℄, using standardphysi
s triggers. Se
ondly, we performed a new measurement at higher mo-mentum using � triggers and high pre
ision time-of-
ight measurements fromthe Verti
al Hodos
opes [4℄, whi
h allowed us to determine the momentumderivative of rK. In order to rea
h a better understanding of the momentumdependen
e of the K+K� signal, we examined in detail both the produ
tionof K��� and the semi-in
lusive K+K� [4℄, whi
h we 
ompared with a spe
i�
Monte Carlo model, the UrQMD [5℄. Very good agreement was found betweenour DIRAC data and UrQMD, parti
ularly 
on
erning the momentum depen-den
e, as a result of our study. Certainly the result is mu
h more 
onstrainingin the former 
ase (K���), where we have very high statisti
s. It seems thatthe predi
tion of the momentum derivative is an easier task for Monte Carlomodels than it is the strangeness (s,�s) yield itself. Therefore the extrapolationfrom p = 2:9 GeV=
 to p = 6:0 GeV=
 seems to be pre
ise and reliable, whenUrQMD Monte Carlo is used. In addition, of 
ourse, we have our experimentalmeasurement at p = 4:8 GeV=
 whi
h 
omes to 
on�rm that predi
tion.1.1 Monte Carlo simulation of K+K� signalOur basi
 approa
h has been to fully simulate the K+K� ba
kground asfun
tion of pair momentum, and in
lude the simulated (QT ; QL) spe
trum inour standard �2-analysis, as a modi�
ation of the Coulomb �+�� spe
trum.The term �1nCC in expression (1) of referen
e [1℄ is repla
ed by the term�1(�nKK+(1� �)nCC) where nKK are the normalized spe
tra for K+K�. Thefra
tions �(p) are determined from our experimental measurements, whi
hfollow the parametrization indi
ated in Fig. 1, whi
h is taken from referen
e[4℄.Generation of K+K� pairs is a
hieved, in the 
enter-of-mass frame, by meansof the standard DIRAC atom pair generador [9℄ [10℄ after modi�
ation of the2
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Fig. 1. Experimental measurements by DIRAC of the K+K�=�+�� ratio rKK at twodi�erent values of the average pair momentum, namely 2:9 GeV=
 and 4:8 GeV=
.The UrQMD Monte Carlo predi
tion is shown as the dotted line, multiplied by afa
tor 0.37.
Bohr radius in the Coulomb fa
tor. Pairs are then boosted into the DIRAClaboratory frame.It should be noted that the experimental values of Q determined by the spe
-trometer (from the ARIANE program) are of 
ourse 
al
ulated under the�+�� hypothesis, and are subje
t to the standard kinemati
al 
uts impliedby the trigger system. As a 
onsequen
e, the Q range for the 
enter-of-massgenerator must a
tually be enlarged by nearly a fa
tor 4, with respe
t to thestandard trigger 
uts, in order to 
over 
ompletely the spe
trometer a

ep-tan
e. This relativisti
 
onsideration enhan
es, in pra
ti
al terms, the level ofthe 
ontamination by nearly that fa
tor.As we will see in se
tion 3 and 4, the �2-analysis shows a signi�
ant improve-ment after the K+K� 
orre
tion. 3



2 Outline of improved results2.1 Statisti
al analysis methodThe analysis was 
arried out following the method des
ribed in [1℄, whi
h isbased on a �t to the 2D spe
trum in (QT ; QL) plane. The �2-value is de�nedby the expression :�2 =Xj �N jp � �(�1[�NjKKNKK + (1� �)NjCCNCC ℄� �2NjACNAC � �3NjNCNNC � 
NjAANAA )�2N jp + �2(�21[(1� �)2NjCCN2CC + �2NjKKN2KK ℄ + �22NjACN2AC + �23NjNCN2NC + 
2NjAAN2AA ) (1)where �i and 
 are the respe
tive Monte Carlo type fra
tions (a

ording to�1 + �2 + �3 + 
 = 1), � represents the global normalization of the MonteCarlo, whi
h 
orresponds essentially to the total number of prompt events inthe �t region (see se
tion 3.2 for more details). N jp , N jCC , N jAC , N jNC , N jAA arethe number of prompt, Coulomb, a

idental, non-Coulomb and atom pairs,respe
tively, in ea
h 2D bin, as des
ribed in our previous note [1℄. Corre-spondingly, Np, NCC , NAC , NNC , NAA are total number of events in the �tregion.A 
ontrol region is de�ned by the domain under the 
ut QL > 2MeV=
.We 
all QL < 2MeV=
 the extrapolation region. Errors are obtained by�2 variation of one unit. The �t strategy is to perform a preliminary �t thatin
ludes the Pionium Monte Carlo in the linear 
ombination. Then the latteris subtra
ted and the di�eren
e between the prompt and the Monte Carlospe
trum is analysed in detail, in order to measure the number of atom pairs.The breakup probability is then determined by means of the K-fa
tors [1℄.The �2-�t is performed either globally, in
luding all statisti
s, as reported inse
tion 3, or at ten individual pair momentum 600MeV=
 bins, as will be seenin se
tion 4.2.2 Improved statisti
s Monte CarloIn addition to the previous K+K� simulation we have in
reased the statis-ti
s of the Monte Carlo simulation of �+�� pairs (Coulomb, non-Coulomband Pionium) by nearly a fa
tor of three, in this new note. The most CPU-intensive part of this simulation is the generation of the GEANT-DIRACbu�er �les. The main motivation for doing this is to redu
e even further the4



Monte Carlo 
ontribution to the statisti
al error [1℄. As part of this e�ort, wehave also enlarged slightly the azimuthal 
overage of the pion pairs that imp-in
h the spe
trometer, in order to have a more pre
ise statisti
al des
riptionat the edges of the B-�eld, from (�min; �max) = (1:40 mrad; 1:74 mrad) to(1:34 mrad; 1:79 mrad). Please note that the real B-�eld map is parametrizedby GEANT-DIRAC, and a better simulation might improve the lowest andhighest momentum bins. A detailed study of the momentum a

eptan
e of thespe
trometer, whi
h we used as a guideline, has been presented in referen
e[11℄. The material budget of upstream dete
tors was kept to the pre
ise valuesprovided by our 1:5% measurement [12℄. A re
ent study [13℄ has 
on�rmedqualitatively our results, although with unknown error assesment.2.3 QL a

eptan
e 
orre
tionIn fa
t, none of the p-dependent QL or QT Monte Carlo spe
tra a
tuallyexperien
ed any appre
iable systemati
 
hange, as a result of this simulatione�ort, and only statisti
al 
u
tuations were observed. The newly simulatednon-Coulomb pairs motivated a new �t of the QL a

eptan
e fun
tions, basedon the same a

idental pair data sample from the spe
trometer as before,whi
h is given in Fig. 2, where �2-values were slightly improved with respe
tto our previous work. As it 
an be appre
iated, �t quality is suÆ
iently goodin all 
ases, given the fa
t that the full statisti
s of a

idental pairs has beenused for 2001, along with the very high Monte Carlo statisti
s. Please notethat, after this 
orre
tion, prompt pairs 
an be 
ompared with Monte Carlowith no "a priori" knowledge of Coulomb intera
tion.The p-dependent QL a

eptan
e fun
tions in Fig. 2 were not only used inthe momentum dependent �ts of se
tion 4, but also in the global �t analysisreported in next se
tion.2.4 Target impurity 
orre
tionWe analysed the existing data from the 
ollaboration 
on
erning measure-ments, as well as 
al
ulations, of the e�e
t on the breakup probability of thesmall impurity of the Ni target foil, from elements of lower Z values [6℄. Thiswork was used as the basis to perform a small (positive) 
orre
tion to thelifetime, whi
h had not been done before in our analysis.For the sake of easy 
omparison, we present our 
orre
tion by quoting thebreakup probabilities (PBr) that would have been obtained in a pure Ni target.An identi
al result for the Pionium lifetime would be obtained, of 
ourse,5
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Fig. 2. QL spe
trum of the ratio between a

idental pairs from the spe
trometer andnon-Coulomb Monte Carlo, in ten 600 MeV/
 bins of lab-frame pair momentum p.The line shows a parametri
 �t to the data, whi
h was used as a 
orre
tion for theprompt pairs. Fit �2-values are indi
ated.if we retained our unambiguous measurement of PBr and used the Pioniumpropagation 
ode in a 
ontaminated target.In order to 
he
k a possible dependen
e of the PBr 
orre
tion on the pairmomentum p, a simulation was done using the propagation 
ode [9℄ having Alas target foil material. The ratio between the two was plotted as fun
tion ofp, and the observed slope was 0.05/GeV . Given su
h small value, we 
onsidera suÆ
iently good approximation to apply the same 
orre
tion fa
tor (1.014)in all momentum bins. When the experimental fun
tion PBr(p) is re-�tted tothe Monte Carlo predi
tion, a lifetime in
rease �� = +0:10 fs is generi
allyobserved, very weakly dependent on the status of other 
orre
tions.6



3 Global �t analysis3.1 K-fa
tors 
al
ulationThe introdu
tion of the new Monte Carlo with improved angular 
overage andin
reased statisti
s has made us re-
al
ulate the K-fa
tors, whi
h are given intable 1 for the p-integrated 
ase. Also the p-dependent K-fa
tors were re-
al
ulated, whi
h are indi
ated in table 2 for the standard 
uts QT < 5MeV=
and QL < 2MeV=
. In neither of the two 
ases variations with respe
t to thosereported in [1℄ are signi�
ant.Table 1Numeri
al values of Kth and Kexp as de�ned in referen
e [1℄, obtained for ourimproved Monte Carlo simulation. Ea
h raw 
orresponds to a given re
tangular 
utin (QT ; QL) plane , with Q
T = 5MeV=
 and Q
L = 2MeV=
 being the referen
e 
utvalues. No pra
ti
al 
hange is observed with respe
t to earlier values.Q
utL (MeV=
) Ktheo Kexp0.5 0.4372 0.3008 � 0.00061.0 0.2389 0.2191 � 0.00041.5 0.1669 0.1619 � 0.00022.0 0.1300 0.1275 � 0.0002Q
utT (MeV=
) Ktheo Kexp0.5 3.2457 0.8692 � 0.00501.0 1.2382 0.6883 � 0.00231.5 0.6995 0.5311 � 0.00132.0 0.4674 0.4058 � 0.00082.5 0.3426 0.3166 � 0.00063.0 0.2660 0.2523 � 0.00043.5 0.2147 0.2064 � 0.00034.0 0.1781 0.1726 � 0.00034.5 0.1509 0.1471 � 0.00025.0 0.1300 0.1275 � 0.0002
7



Table 2K-fa
tors determined in 10 intervals of laboratory-frame momentum, re-evaluatedfor the new Monte Carlo simulation.p interval (GeV=
) K � fa
tor2.6-3.2 0.1140 � 0.00043.2-3.8 0.1197 � 0.00033.8-4.4 0.1258 � 0.00034.4-5.0 0.1314 � 0.00045.-5.6 0.1362 � 0.00055.6-6.2 0.1397 � 0.00066.2-6.8 0.1449 � 0.00086.8-7.4 0.1466 � 0.00117.4-8.0 0.1467 � 0.00168.-8.6 0.1571 � 0.00333.2 Fit resultsThe global �t 
onsists in minimizing the �2 de�ned in (1) in 2D with respe
t to�3 (non-Coulomb fra
tion) and 
 parameters, using the momentum-integratedsample. The � , �2 and � parameters remain �xed in this �t. �2 is determinedby the dire
t measurement of the a

idental pairs fra
tion from the analysisof the pre
ision time-of-
ight spe
trum. � = N 
p=f
 where N 
p is the numberof prompt events with QL > 2MeV=
 (
ontrol region) and f
 is the ratiobetween the number of Monte Carlo pairs in the 
ontrol region over the totalnumber of Monte Carlo events. This is pra
ti
ally equal to the total numberof prompt events Np. Slight variations in the de�nition of � will be dis
ussedin subse
tion 3.3. � is �xed to the K+K� fra
tion determined in se
tion 1.We have 
hosen to perform the �t in 0:25�0:25 (MeV=
)2 bins in the (QT ; QL)plane. Variations with respe
t to this 
hoi
e will be reported next. On
e the�t has 
onverged, we de�ne the atom signal in ea
h (i; j) bin as the di�eren
ebetween the prompt spe
trum (with a

identals subtra
ted as explained be-fore) and the Monte Carlo with the Pionium 
omponent (AA) removed. This2D signal, whi
h reveals the ex
ess with respe
t to the 
al
ulated Coulombintera
tion enhan
ement, is what we 
all the Pionium spe
trum. The atombreakup probability Pbr is then determined by means of the K-fa
tors.Along with the other topi
s, we have addressed in this note the sensitivity ofthe data to the �nite-size 
orre
tion [8℄. In order to report the 
ontributions8



of the various small 
orre
tions in a 
omprehensive way, and to fa
ilitate easy
omparison with respe
t to our previous note [1℄, we de�ne the 
orre
tionsequen
e in a 
umulative way, as follows:a) use improved statisti
s Monte Carlo.b) in
lude K+K� 
orre
tion.
) perform the target impurity 
orre
tion.d) remove the �nite-size 
orre
tion.In table 3 we present the �2 values (separately in 
ontrol and extrapolation re-gions), the number of atoms NA, the number of Coulomb pairs in the 
omplete�t range NCC , the � parameter and the Pbr for ea
h option.Table 3Fit results for the 
orre
tion options a); b); 
); d)) indi
ated in the text. �2's in the fulldomain, and its restri
tion to the 
ontrol and extrapolation regions separately, aregiven. Also the total number of atoms NA and 
oulomb pairs NCC , the � parameterand the break-up probabilities are indi
ated.a) a+b) a)+b)+
) a)+b)+
)+d)�2tot=ndf 1547.2/1600 1544.9/1600 1544.9/1600 1540.4/1600�2ext=ndf 154.6/160 154.3/160 154.3/160 154.2/160�2
ont=ndf 1392.6/1440 1390.6/1440 1390.6/1440 1386.2/1440NA 6424 � 214 6156 � 206 6156 � 206 6257 � 208NCC 737887 � 4729 726280 � 4651 726280 � 4651 717476 � 4598� 882673.2 882910.6 882910.6 882857.8PBr 0.423 � 0.016 0.412 � 0.015 0.418 � 0.016 0.428 � 0.016Please note that whereas the introdu
tion of the K+K� 
ontamination de-
reases the total �2 by 2.3 units, the removal of the �nite-size 
orre
tion de-
reases it by 4.5 units. The 
ombined e�e
t of both a
tions de
reased the total�2 by 6.8 units. In addition, as it 
an be seen in the �gure 8, the introdu
-tion of the K+K� 
orre
tion introdu
es a signi�
antly better stability of themeasured PBr values with respe
t to the QT 
ut (at the very low QT end), as
ompared with our earlier result [1℄. We will see in se
tion 5 that both of theseresults will be 
on�rmed, with even larger signi�
an
e. As a 
onsequen
e, wedrop the �nite-size 
orre
tion.As far as the K+K� 
orre
tion is 
on
erned, we have made the exer
ise ofletting the � parameter free in the �t. When this is done, we obtain � = 0:010� 0:006 whi
h is entirely 
ompatible with the value � = 0:0072 used in the �t,determined from our measurement [3℄.9
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3.5 Dependen
e on the QL upper limitOur standard �t domain is the region QL < 20MeV=
 and QT < 5MeV=
,and the dependen
e of the PBr with respe
t to the QL upper limit (QupL ) isanalysed in table 6. We see how the PBr 
u
tuates in a random way, with noappre
iable systemati
s, and that the value at QupL = 20MeV=
 is 
lose to theaverage (PBr=0.435).Table 6Values of break-up probability PBr obtained from di�erent 
hoi
es of the upper limit(Q
utL ) used to de�ne the 
ontrol region in QL proje
tion.Q
utL (MeV=
) PBr22 0.430 � 0.01621 0.433 � 0.01620 0.435 � 0.01619 0.436 � 0.01618 0.437 � 0.01617 0.434 � 0.01616 0.440 � 0.01715 0.439 � 0.01714 0.435 � 0.01713 0.432 � 0.01712 0.433 � 0.01711 0.426 � 0.01710 0.430 � 0.018
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4 Momentum-dependent analysisFollowing the approa
h of our earlier work [1℄, in this se
tion we split thepair momentum spe
trum in ten 600 MeV/
 bins and perform independent�ts at ea
h momentum interval. The 
orre
tions applied are the same as forthe global �t. The only 
hange with respe
t to the latter is the 
hoi
e of0:5 � 0:5(MeV=
)2 binsize, whi
h is now obliged due to the strong statisti
sredu
tion at individual 2D bins. We use the same de�nition of � as in se
tion3.4.1 Fit resultsWe present the �nal results after the introdu
tion of all 
orre
tions, in orderto avoid proliferation of �gures. However, we keep re
ord of the individual
hanges at ea
h step, by giving the p-dependent and global �t results in theform of tables, distributed as follows:� Table 7: The new Monte Carlo is used.� Table 8: K+K� 
ontamination is introdu
ed, after the parametrizationgiven in 1.� Table 9: New Monte Carlo, K+K� 
ontamination and target impurity 
or-re
tion.� Table 10: In addition to the above, the �nite-size 
orre
tion is dropped.Figures from 11 to 20 show the result of the 10 independent �ts in the form ofatom spe
tra (QL and QT ) and break-up probabilities as fun
tion of QL andQT 
uts.The Pionium line-shape shows very good agreement between the prompt datasignal and the Monte Carlo.From table 11 we draw the same 
on
lusions as from the global analysis. Theintrodu

ion of K+K� simulation improves the �2 by 5.2 units, and when the�nite-size 
orre
tion is removed, the �2 improves by 11.1 additional units. We
onsider this an indi
ation that the latter should be done. Adding this two
hanges, the �2 is redu
ed by 16.3 units.
16
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Table 7Results of the momentum-dependent �t, using 
orre
tion a) only (see text). Break-up probability values PBr, number of atom pairs NA, �1 and �2 over the entire �tregion are indi
ated in this table, for every 600 MeV=
 momentum interval pi asde�ned in table 2.PBr NA �1 �2 / ndf �2e / ndfp1 0.417 � 0.042 805. � 73. 0.846 � 0.015 312.8 / 360. 44.5 / 40.p2 0.395 � 0.033 1265. � 95. 0.819 � 0.011 349.0 / 360. 48.0 / 40.p3 0.442 � 0.038 1271. � 97. 0.809 � 0.012 360.1 / 360. 29.2 / 40.p4 0.490 � 0.044 1183. � 96. 0.853 � 0.014 319.0 / 360. 50.7 / 40.p5 0.423 � 0.044 789. � 75. 0.856 � 0.016 345.5 / 360. 26.2 / 40.p6 0.424 � 0.055 546. � 64. 0.824 � 0.019 350.7 / 360. 35.3 / 40.p7 0.432 � 0.083 346. � 61. 0.837 � 0.025 354.9 / 360. 32.5 / 40.p8 0.700 � 0.146 269. � 49. 0.752 � 0.034 319.3 / 354. 67.3 / 40.p9 0.662 � 0.156 143. � 34. 0.852 � 0.020 333.0 / 333. 48.1 / 40.p10 0.633 � 0.587 65. � 60. 0.847 � 0.063 245.8 / 283. 46.5 / 40.Table 8Results of the momentum-dependent �t, using 
orre
tions a+b (see text). Break-upprobability values PBr, number of atom pairs NA, �1 and �2 over the entire �t regionare indi
ated in this table, for every 600 MeV=
 momentum interval pi as de�nedin table 2. PBr NA �1 �2 / ndf �2e / ndfp1 0.414 � 0.042 795. � 72. 0.843 � 0.015 312.9 / 360. 44.8 / 40.p2 0.390 � 0.032 1237. � 93. 0.814 � 0.011 349.0 / 360. 48.5 / 40.p3 0.434 � 0.037 1233. � 94. 0.803 � 0.012 360.0 / 360. 29.9 / 40.p4 0.478 � 0.043 1136. � 92. 0.845 � 0.014 319.1 / 360. 50.0 / 40.p5 0.407 � 0.043 744. � 71. 0.846 � 0.016 345.2 / 360. 24.9 / 40.p6 0.405 � 0.053 509. � 60. 0.812 � 0.019 350.6 / 360. 34.3 / 40.p7 0.428 � 0.083 332. � 59. 0.823 � 0.024 355.0 / 360. 31.7 / 40.p8 0.677 � 0.143 251. � 46. 0.739 � 0.033 318.3 / 354. 66.2 / 40.p9 0.565 � 0.144 119. � 30. 0.852 � 0.030 333.1 / 333. 48.4 / 40.p10 0.525 � 0.631 53. � 63. 0.847 � 0.110 245.0 / 283. 46.4 / 40.18



Table 9Fit results of the momentum-dependent �t, using 
orre
tions a+b+
 (see text).Break-up probability values PBr, number of atom pairs NA, �1 and �2 over theentire �t region are indi
ated in this table, for every 600 MeV=
 momentum inter-val pi as de�ned in table 2.PBr NA �1 �2 / ndf �2e / ndfp1 0.420 � 0.042 795. � 72. 0.843 � 0.015 312.9 / 360. 44.8 / 40.p2 0.395 � 0.033 1237. � 93. 0.814 � 0.011 349.0 / 360. 48.5 / 40.p3 0.440 � 0.037 1233. � 94. 0.803 � 0.012 360.0 / 360. 29.9 / 40.p4 0.485 � 0.044 1136. � 92. 0.845 � 0.014 319.1 / 360. 50.0 / 40.p5 0.413 � 0.044 744. � 71. 0.846 � 0.016 345.2 / 360. 24.9 / 40.p6 0.411 � 0.054 509. � 60. 0.812 � 0.019 350.6 / 360. 34.3 / 40.p7 0.434 � 0.084 332. � 59. 0.823 � 0.024 355.0 / 360. 31.7 / 40.p8 0.686 � 0.145 251. � 46. 0.739 � 0.033 318.3 / 354. 66.2 / 40.p9 0.573 � 0.146 119. � 30. 0.852 � 0.030 333.1 / 333. 48.4 / 40.p10 0.533 � 0.639 53. � 63. 0.847 � 0.110 245.0 / 283. 46.4 / 40.Table 10Final �t results of the momentum-dependent �t, using all 
orre
tions a+b+
+d (seetext). Break-up probability values PBr, number of atom pairs NA, �1 and �2 overthe entire �t region are indi
ated in this table, for every 600 MeV=
 momentuminterval pi as de�ned in table 2.PBr NA �1 �2 / ndf �2e / ndfp1 0.430 � 0.043 807. � 72. 0.833 � 0.014 311.8 / 360. 44.6 / 40.p2 0.406 � 0.033 1260. � 94. 0.804 � 0.011 348.3 / 360. 48.6 / 40.p3 0.451 � 0.038 1252. � 95. 0.793 � 0.012 359.3 / 360. 29.8 / 40.p4 0.495 � 0.044 1151. � 93. 0.835 � 0.013 318.1 / 360. 50.0 / 40.p5 0.422 � 0.044 755. � 72. 0.837 � 0.015 344.2 / 360. 24.8 / 40.p6 0.420 � 0.055 516. � 60. 0.803 � 0.019 349.9 / 360. 34.3 / 40.p7 0.441 � 0.085 334. � 59. 0.814 � 0.024 353.8 / 360. 31.6 / 40.p8 0.691 � 0.145 251. � 46. 0.731 � 0.033 317.5 / 354. 66.0 / 40.p9 0.540 � 0.141 113. � 29. 0.852 � 0.036 331.5 / 333. 48.3 / 40.p10 0.502 � 0.646 50. � 64. 0.847 � 0.113 243.7 / 283. 46.2 / 40.19
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p(GeV/c)Fig. 22. Fitted values of �1 parameter as fun
tion of �+�� momentum.Table 11Momentum dependent �tA A+B A+B+C A+B+C+D�2 3718.5/3890 3713.3/3890 3713.3/3890 3702.2/3890PBr 0.433 � 0.016 0.422 � 0.016 0.428 � 0.016 0.438 � 0.016NA 6660 � 230 6370 � 223 6370 � 223 6452 � 224NC 732010 � 4710 720987 � 4662 720987 � 4662 712522 � 4618The number of atom pairs NA determined as fun
tion of p is plotted in �gure9 along with the number of Coulomb pairs given by the �t in ea
h bin. Errorsin NA are given by MINOS variation of 
 parameter. It is seen that atom pro-du
tion follows rather 
losely the spe
trum of semi-in
lusive �+�� di�erential
ross-se
tion, as expe
ted from bound state produ
tion. Please note that bothof these spe
tra are un
orre
ted for spe
trometer a

eptan
e.Pionium break-up probabilities 
an now be determined by using the momentum-dependent K-fa
tors 
al
ulated in table 2, and they are shown in �gure 21.Errors were propagated from those provided by the �t for NA and NC . PBr val-ues are 
ompatible with a smooth in
rease with in
reasing atom momentum,as predi
ted by Monte Carlo tra
king inside the target foil [9℄ [10℄. We gener-ate a 
ontinuous set of PBr(p) 
urves with varying values of the 1s Pioniumlifetime (�1s). �2 minimization with respe
t to this set provides a measurementof �1s with an error.The �tted values of �1 parameter (fra
tion of Coulomb pairs) are also shownin �gure 22 as fun
tion of p. They show a smooth behaviour.In �gure 10 we plot the remaining number of non-Coulomb pairs determinedby the �t as fun
tion of p, after subtra
tion of a

identals (see [1℄), and we
ompare the spe
trum with that previously determined for Coulomb pairs (see�gure 9). 31



5 Systemati
 errorAs a 
onsequen
e of the results presented in this note, we have re-evaluatedthe systemati
 error assesment with respe
t to our previous work.We think that the error assigned to multiple s
attering un
ertainty 
an befurther redu
ed, to the extent of being pra
ti
ally negligible. To illustratethis, in �gure 23 we 
ompare the re
onstru
ted Pionium spe
trum using ourGEANT-DIRAC Monte Carlo with 15% in
rease of upstream radiation length(whi
h 
orresponds to our 1:5% measurement [12℄), to the Monte Carlo used inGEANT-DIRAC version 2.63, whi
h is based upon a di�erent radiation lengthhypothesis. The di�eren
e in both QL and QT appears to be insigni�
ant, interms of atom 
ounting. Not only the multiple s
attering in upstream dete
torsis known with 1:5% pre
ision, but in addition the use of only the �rst planes ofMSGC/GEM dete
tors in the �nal tra
k �t [7℄ strongly de
reases the multiples
attering un
ertainty.As far as the QL trigger a

eptan
e is 
on
erned, we have a new and morepre
ise parametrization of it, as it has been seen the �gure 2 and in table 6,and the error is redu
ed.Simulation of the dete
tor ba
kgrounds, resolution and double ionization 
uts(IH) are all known with high pre
ision (see [1℄), whi
h is re
e
ted in the smallestimated systemati
 errors indi
ated in table 12.The un
ertainty of K+K� ba
kground is small, as a result of our previousmeasurement and the UrQMD Monte Carlo simulation. Moreover, the datashow some sensitivity to this 
orre
tion, in quantitative terms, as reported inse
tion 3.2.We had previously assigned a small 
ontribution for the la
k of pre
ision inthe atom line shape, whi
h is mediated by multiple s
attering, whi
h is nowdropped, taking into 
onsideration that real prompt events are used to deter-mine the atom signal.Target impurity 
orre
tion is not 100% known, be
ause what we have arebasi
ally upper limits of 
ontamination values. However, we believe an errorof 30% of the 
orre
tion is 
onservative. Only a 
hemi
al analysis of the bulkof the target foil would redu
e this error to zero.Assuming un
orrelated sour
es, we simulated random numbers with 
at prob-ability distributions within � the extreme values indi
ated in table 12, ea
hbeing added to the 
ontribution of the previous one, and repeated this exper-iment many times. The output values show a fairly gaussian distribution with� = 0:006 , whi
h 
an be used as a 1�-equivalent estimator of the system-32



ati
 error. However, we prefer to be more 
onservative and give a 1� estimate�Pbr = �0:008 for the systemati
 error.Translation of �PBr into ��1s is done by means of the 
urve in �gure 24.
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Table 12Estimated 
ontributions to systemati
 error in average break-up probability measure-ment. Last row indi
ates total systemati
 error equivalent to 1�, under the assump-tion of un
orrelated e�e
ts.Simulation error �PBr extreme valuesTrigger a

eptan
e �0:004MSGC+SFD ba
kgrounds �0:006Double-tra
k resolution �0:003Double ionization 
ut �0:003Target impurity �0:003K+K� 
ontamination �0:003Total 1� equivalent �0:006
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6 Lifetime and �� amplitude measurementOur results 
an be summarized by saying that we have determined the Pi-onium break-up probability PBr in the Ni foil in two di�erent ways. One ismaking a global (momentum-integrated) �t, whi
h provides a single measure-ment for the average PBr, and another is making 10 independent experimentsto measure this quantity in 600MeV=
 wide intervals of Pionium momentum.The results are in reasonable agreement with ea
h other when the average PBrvalues are 
ompared, and have equal statisti
al errors. Both of them providea very high �t quality with respe
t to the Monte Carlo hypothesis, in terms of�2 probability. From ea
h of them we 
an determine the Pionium 1s lifetime,using the standard Pionium propagation 
ode inside the foil.Although our analysis strategy remains un
hanged with respe
t to our earlierwork, we have now a hopefully 
omplete knowledge of all small 
orre
tions tothe measurement where the magnitude and sign 
an be reliably evaluated.We think that an optimal measurement 
an be 
hosen from the best global �tin table 5, with the systemati
 error estimated in se
tion 5 :PBr = 0:435� 0:016 (stat)� 0:008 (syst)Using the relationship between PBr and lifetime shown the �gure 24, and ob-tained from the Pionium propagation 
ode [9℄ [10℄, we determine the Pionium1s lifetime: �1S = 2:63 +0:266�0:255 (stat) +0:117�0:111 (syst) fsA quadrature of both sour
es of error yields the 
ombined result :�1S = 2:63 +0:290�0:278 fswhi
h 
an be 
onverted into a measurement of the s-wave amplitude di�eren
e:ja2 � a0j = 0:277 + 0:0153� 0:0146 M�1� = (0:277� 0:015) M�1�by means of the expression [14℄:�1s = 1�1s = 29�3p ja2 � a0j2(1 + Æ) M2�where Æ = (5:8� 1:2)� 10�2 and p = qM2�+ �M2�0 � (1=4)�2M2�+.35
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