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1. Introduction

The main goal of the NA50 experiment is to study the J/suppression pattern in Pb-Pb collisions at 158 GeV/c per nucleon at the CERN SPS. The formation of a new state of deconfined matter, the Quark-Gluon Plasma (QGP), is expected to occur in ultrarelativistic heavy-ion collisions, if the required energy density and temperature are reached. The suppression of charmonia production was predicted as a signature of QGP formation [1], making the study of J/yields one of the most promising probes of deconfined matter. The suppression of c-cbar bound states in the QGP can be interpreted as due to the colour (Debye) screening of the binding potential or due to the interaction of the resonances with gluons hard enough to dissociate the resonances into a c-cbar  pair. 

2. Experimental setup 

The J/ is detected via its +- decay by a muon spectrometer which consists of a toroidal magnet equipped with two sets of multiwire proportional chambers (respectively upstream and downstream of the magnet) and with scintillator hodoscopes to provide the dimuon trigger. The rapidity window covered by the spectrometer acceptance is 2.8<ylab<4 (0<ycm<1).  The spectrometer is separated from the target region by a hadron absorber, where the beam and the hadrons produced in the interaction are stopped. 

Three independent detectors measure the event centrality. An electromagnetic calorimeter, made of lead and scintillating fibers, measures the neutral transverse energy ET released in the interaction in the pseudorapidity window 1.1<lab<2.3. The energy EZDC , carried by the projectile spectators, is measured by a Zero-Degree Calorimeter (ZDC). This detector [2], made of quartz fibers embedded in a tantalum matrix, is placed on the beam trajectory inside the hadron absorber. Finally, the multiplicity of charged particles is measured in the pseudorapidity window 1.5<lab<3.5 by a two-plane silicon strip detector. 

The incident lead ions are counted by a quartz beam hodoscope (BH), placed about 33 m upstream of the target, which is also used to reject beam pile-up. The NA50 active target system [3]can house up to 7 subtargets. Two quartz blades, located off the beam axis on the left and right side of each subtarget identify the sub-target where the primary interaction occurred. These detectors are also used to reject events where projectile spectator fragments undergo a second interaction (re-interaction) in a downstream subtarget.

More details about the experimental set-up can be found in ref. [4].

3. Data taking and analysis

Data were taken in 1995, 1996 and 1998 with very similar setups, except for the target, as shown in table 1. In the same table the number of triggers collected in each run is also presented. For the last two years, these numbers include about 10% of (prescaled) minimum bias triggers (the so-called ZDC trigger), obtained by requiring a non-zero energy deposition in the ZDC. The typical beam intensities were between 3 and 5 · 107 lead ions per burst and special runs were carried out with no target to evaluate the contamination due to interactions occurring outside the target. 

Year
n. of subtarget
 Total target 

thickness (mm)
n. of triggers

(millions)
n. of J/



1995
 7
 7
60
53000

1996
 7
 12
170
190000

1998
 1
 3
80
41000

Table 1 – Data taking conditions and statistics

The general criteria for data selection can be summarized as follows:

● Dimuon trigger, based on the scintillator hodoscopes

● Pile-up rejection, by means of the beam hodoscope

● No interaction in the beam hodoscope itself

● Selection of Pb-Pb collisions in the target

The last selection is performed according to two different methods. The first one is based on the signals from the quartz blades associated to each sub-target and is very effective for rejecting off-targets events. However, this method is somewhat inefficient in identifying low-multiplicity peripheral collisions in the target and re-interaction events. To recover the peripheral collisions, a second method has been developed. It is based on a 2 contour cut from the average of the correlation between ET and EZDC. The empty target data indicate that this cut selects only  collisions in the target region.

 4. The standard analysis: J/to Drell-Yan ratios

The aim of the analysis presented in this section is to determine the J/ and Drell-yan yields. Since the Drell-Yan (D-Y) process scales with the number of nucleon-nucleon collisions [5], it is used as a reference to study the J/ suppression pattern as a function of the collision centrality.

The number of J/ and D-Y events is determined by fitting the invariant mass spectrum of the opposite-sign dimuon pairs. As an example, the invariant mass spectrum collected in 1996 is shown in fig. 1. 

Five contributions are considered: J/, ’, Drell-Yan, open charm (simultaneous D-Dbar semileptonic decays) and combinatorial background. This last contribution is due to  and K decays and is estimated from the sample of like-sign dimuon pairs and the normalization of the open charm component is determined from a fit to the mass region 2.2<M<2.9 GeV/c2. The global fit is performed for dimuon masses above 2.9 GeV/c2 with the number of J/, ’ and Drell-Yan events as free parameters.
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Fig. 1 – Invariant mass spectrum for unlike-sign muon pairs 
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              Fig. 2 – J/ to Drell-Yan ratio as a function of ET (1996 data). 

          The solid line represents the “ordinary” nuclear absorption.

For the 1996 data, the results of this analysis are shown in fig. 2, where the J/ to Drell-Yan ratio is plotted as a function of the transverse energy ET. The solid line visible in the figure represents the “ordinary” nuclear absorption of the c-cbar pair, which accounts for the J/ yields measured in lighter colliding systems (from p-A to S-U) by the NA38 and NA51 experiments [6,7]. As it can be seen in fig. 2, a clear departure from “ordinary” absorption occurs in Pb-Pb collisions at ET ≈ 40 GeV (this value of ET corresponds to an impact parameter of about 8 fm). It is important to note that the statistical fluctuations in the  J/ over Drell-Yan ratios (data points in fig. 2) are due to the small number of Drell-Yan events, as shown in fig. 1. 
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Fig. 3 – Comparison of the 1995 and 1996 data (standard analysis)

The 1996 and 1995 data are compared in fig. 3. Due to the lower statistics collected in 1995, the data have been divided into five centrality bins instead than 15, as in fig. 2. The 1995 and 1996 data turn out to be in very good agreement, except for the highest ET bin, where the ’96 point is significantly above the ’95 one. This is interpreted as a consequence the ticker target used in 1996, leading to a higher probability of re-interaction events not identified by the active target systems. In fact, in case of re-interaction, the measured ET is the sum of the contributions from two collisions: the degree of centrality assigned to these events is larger than the one of the interaction in which the muon pair is produced. The consequent migration of events from mid to high ET values biases the observed J/ suppression pattern in the high ET region.

5. The minimum bias analysis
The centrality evolution of the J/ suppression pattern has also been studied by using a minimum bias sample of event as a reference. This approach allows reducing significantly the statistic error bars with respect to the standard analysis. 

The basic idea of the method (details of which can be found in [8] and ref. therein) is that the ET distribution for D-Y events, instead of being measured directly (with low statistics), is derived from the minimum bias ET distribution, which is measured with high statistics. In fact, for a given impact parameter b (and hence for a given ET), the ratio between the number of Drell-Yan and minimum bias events is proportional to the number of nucleon-nucleon collisions NAB at the same impact parameter.

The  relation  between  the  transverse energy distributions  NDY(ET)  and NMB(ET) for 

D-Y and minimum bias events is therefore:

NDY(ET)/ NMB(ET) ≈ NAB(ET)        (1)

The minimum bias ET distribution is measured by collecting a sample of minimum bias (MB) events at the same time as the standard dimuon events. For this purpose, the ZDC trigger is used (see sect. 3). The number of nucleon-nucleon collisions NAB(ET) is computed in the frame of the Glauber model, with the nuclear density described by a three parameter Saxon-Woods distribution. 

The reliability of this method is illustrated in fig. 4, where the ratio of D-Y to MB ET distributions evaluated with the Glauber model is compared to the measured one.
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Fig. 4 – Ratio of Drell-Yan to minimum bias ET distributions from 

Glauber calculation (open circles) and from experimental data (full circles).

The J/ suppression patterns obtained with the standard and minimum bias analysis of 1996 data are shown in fig. 5.  As it can be seen, the minimum bias analysis (normalized in the ET region between 55 and 75 GeV) is practically free from statistical fluctuations and is in good agreement with the standard one, confirming the departure from ordinary nuclear absorption at ET ≈ 40 GeV. We note that the minimum bias analysis is limited  to ET ≥26 GeV, because of the contamination due to events originating outside the target. The contamination, non-negligible for the most peripheral collisions, is much more important for the minimum bias than for the dimuon trigger. 
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Fig. 5 –  J/ to D-Y to ratio from 1996 data for standard (solid circles) and

minimum bias (open circles) analysis.

As pointed out in sect. 4, there is some evidence that the thick target used in the 1996 run might bias the suppression pattern at high ET because of re-interaction events. For this reason, only one subtarget, 3 mm thick, has been used in the 1998 run. The results of the standard and minimum bias analysis (normalized in the ET window between 40 and 100 GeV) of the 1998 data is shown in fig. 6. To avoid contamination from events originating out of the target (more important than in 1996 because of the thinner target) and to obtain a clean sample of events coming from the target, the analysis presented here is limited to the ET region above 40 GeV. As it can be seen in this figure, the 1998 data confirm the departure from ordinary nuclear absorption and contain a strong indication for a second drop in the J/ suppression pattern for ET values above 90 GeV. Such a drop was hidden by reinteraction effects in 1996 data and by the limited statistics of the 1995 data sample.
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Fig. 6 – Standard (triangles) and minimum bias (squares) analysis of 1998 data

6. Discussion and conclusions
The results for the J/ to Drell-Yan ratio obtained in 1996 and 1998 with the two different analysis detailed previously are summarized in fig. 6. The 1996 data are limited to the ET region below 100 GeV, where the re-interaction events have a negligible influence. The curve corresponding to the ordinary suppression, due to nuclear absorption and well established by the data collected with lighter projectiles, is also plotted.

Figure 7 indicates that the anomalous J/ suppression starts at ET ≈ 40 GeV and then continues to increase: a second drop in the suppression pattern occurs at ET ≈ 90 GeV. In other words, there are two steps in the suppression pattern. 

This feature makes it difficult to interpret the data in the frame of the present “conventional” models [9-12], where the J/ suppression is only due to its breakup  by interaction with co-moving hadrons (produced in the collisions).   In fact, these models predict a smooth decrease of the J/ yield when moving from peripheral to central Pb-Pb collisions, rather than a step behaviour. 

On the contrary, the data appears to be in agreement with the suppression pattern expected in case of deconfinement[13]. In this scenario, the first step can be interpreted as the melting of χc mesons, responsible for a sizeable fraction (~30%) of the detected J/ via their radiative decay, while the second drop can be ascribed to the disappearance of the more tightly bound J/ mesons. This interpretation is corroborated by the fact that different estimates [14-15] indicate that for central Pb-Pb collisions at the SPS,  energy densities as large as 3 – 3.5 GeV/fm3 are reached.   
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Fig. 7 – J/ suppression pattern as a function of ET from 1996 and 1998 data
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