vc/20-Feb-04
Week 06  starting 02 Feb 04

SM18 Operation Meeting (Tuesdays)

Schedule for now  + see Display : 
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Test Coordinator this week: V.Chohan + John Miles;   MTM  Tech. on call:  (16-3602) : 

Announcements

· Rules Flowchart 

· ICS To be CALLED UNDER ALL CIRCUMSTANCES WHEN REQUIRED


Tel. Numbers in SMCR Grey folder + Board


Shift Leaders know the latest situation/prediction cryo etc & WILL do so (despite French etc)

· SIGNING Traveller at the end :  Remove 2A, & already sign for REMOVAL even if shafts in
Because Cryo Will not break vacuum till shafts are out ( problem Sun night/Mon)

· Ohmic manual M’ments 


Templates in New Home page ( Mahesh) ; Link there in old

Start saving in same directory as MTF HV files ( in dfs  ) for ease of upload to MTF

· New : CDPT file to be EXCEL  created from SMTMS  ( will include minimal Quench Table
Automatically as well as MAPS in future .. ( in progress);  
This FILE must be UPLOADED to MTF 

PROBLEMS OF LAST WEEK

START UP PROBLEMS are Normal but……

SUPPORT & SERVICES

1. More than 36 hrs LOST due to LEAK ( CFB-to short antic –MTM Mech) : Lack of Organized Service in AT-MTM

2. Power Supply Repair ( ~ 48 hrs lost) : D Cluster : We need to Organize AB-PO Service

3. Shafts Service in MTM needs to be organized – Problem is not in Shafts Insertion but in taking Out ( which is needed day or night, Sat or Sun depending on tests finishing !) ; ICS & CRYO interaction Hangs up 

4. Rotary Switch Issues & MTM Eq Support to do it loses several hours all the time ( hopefully fixed this week)

5. Hardware Recognition System Problems causes certain delays…. Consolidation Required etc

Main Events during last week.

Cryogenic  and vacuum (during connection and test): 

    - Cold compressor restart only Thursday evening (only 6g/s before)



    - Oil leak in one pump (stop Wednesday).

- Problems in the pumping system (automate, Temperature too high..)

- leak in the M2 line joint for SSS08 during installation.

- leak in the big below joint for 2041 after the closing of the magnet.

- leak in the short anticryostat for F1 (ap2) : MTM intervention needed.

Power :        

    - Switch (cluster F, no motorisation, inversion of warnings)

    - Resistance that burns in the Power Converter of cluster D after a quench:

Control : 
     

     - Chassis VME not working in cluster D



     - HRWC not working properly during the night ( problem with the DB, to discuss with TS/CSE) .



     - Applications cluster C that had to be re-implemented.

- Problem in RS 232 modules : not the same for all TRU.

 Problems  of “ MTM” Type: see the detailed list next slide.

DETAILED FAULTS FOLLOW-UP ( Test Coord  + Stephane S)
Problems of Last week

	Date
	Problem
	Type
	Application/soft.
	Action/advise

	Monday 26_M


	TBF1 :  IAP at cold TBF1: No access in Vol 7  (backup of the files in the control room)
	MTM
	IAP
	Done in local.

	Monday 26_N


	TBC2: SSS08

PLC not working

 No screen of the sun and the applications present to perform electrical test at warm
	AB/CO

AB/PO
	All
	PLC repaired by C.Dehavay

Sun screen back Monday afternoon.

HF and LF introduced by H.Reymond   Tuesday morning.

	Monday 26_M


	TBD1: IAP@ warm (1063) EE014 and EE015 not connected.
	MTM
	
	Magnet coming without diode.

EE013 used as reference point.

	Monday 26_A


	TBF1: Loss of cryo OK

Leak of oil in warm roots. Temperature in the line is increasing.
	ACR
	
	Stop Wednesday morning. Restarted after 7h of stop

	Monday 26_A


	TBD1: IAP @warm: Interlock problem
	MTM
	IAP
	F.Chiusano contacted. Solved

	Monday 26_A


	TBD2: IAP @cold: HF@LF acquisition could not be armed.
	MTM
	
	Application closed and started again.

	Monday 26_A


	TBD1: IAP @warm: all LF No led is glowing in the inter-connexion box. No bench selected
	MTM
	IAP
	

	Monday 26_A


	TBF1: IAP @ cold  (Tcoil): Missing equipment. TRU not scanned.
	MTM
	HWRC
	Scan performed but the problem persists,

	Monday 26_N


	TBF1: Only shaft in ap2 but HWRC expected 2 apertures
	MTM
	HWRC
	Scan stopped. Software modified by M.Gateau OK now.

	Tuesday 27_M


	TBF1: Rotary switch problem in position 2. Warning appeared in the other bench.
	AB/PO
	
	G. D’angelo organised the modification.

	Tuesday 27_M


	TBD2: IAP at warm done in local. No access in Vol 7
	MTM
	
	

	Tuesday 27_M


	TBF1: No access in Vol 7 for LFOFF
	MTM
	
	OK now

	Tuesday 27_M


	TBF1: Problem with connector of TRU2 (DB25 mal for RS232 not fit with connector of TRU DB9)

MM1 has to be done after the training
	MTM
	
	TRU 2 not ready.

In the future operational TRU will be marked.

	Tuesday 27_A


	TBD2: IAP at cold : Wrong magnet name appeared.
	MTM
	
	TEMA restarted by M.Gateau.

	Tuesday 27_A


	TBF1: MM1 Error motor in auto test
	MTM
	
	Shaft in one aperture: auto test performed only in aperture 2.

	Tuesday 27_A

Tuesday 27_N


	TBD2: IAP at cold : No data when HF is triggered.


	AB/CO
	IAP
	VME power supply, chassis changed Wednesday night.

	Tuesday 27_A

Tuesday 27_N


	TBF1: LHC cycle :Error missing equipment. During the tests VME error appeared and no data was present. No trigger was sent by the encoder to the integrator.

Same problem for the load line.

Config. file nit changed for measurements in one aperture.
	MTM
	
	LHC cycle cancelled.

Load line done in manual mode downstairs with Federico.

	Tuesday 27_N
	TBF1: Min energy 11850 for warm up

TEMA not procceding.

HWRC shows error while getting the equipment in the database.


	MTM
	
	HWRC disabled.

	Tuesday 27_N
	TBF1: Min energy 11850 for warm up

Cryo loss.: slow PA abort
	ACR
	
	

	Tuesday 27_N
	TBD2: HV test : problem in MOBIC: problem in Microsoft software.
	
	
	F.Chiusano contacted the helpdesk

Data has to be entered manually because the Laser Reader is not working.

	Wednesday 28_M
	SSS08 not closed because a leak is suspected in the M2 line. 
	ICS
	
	Joint changed by ICS.

	Wednesday 28_A
	TBE2 (3076) : IAP @cold

Offset cannot be adjusted better than 122 mv for D1-L-U
	MTM


	IAP
	

	Wednesday 28_N
	TBE2 (3076) :HV test @cold 

File could not be uploaded. CDBP file not created.
	MTM


	HV
	Repeated and then OK

	Wednesday 28_N
	TBE2 (3076) : Cannot launch slow PA

Gammelle not scanned
	MTM


	HRWC
	

	Thursday 29_M
	TBE and TBF: HRWC problem with TEMA. No magnet name.
	MTM


	HRWC
	Solved by M. Gateau

	Thursday 29_M
	TBD2: IAP @cold.

Measurements through the patch panel not stable. Difficult to adjust the offsets.
	MTM


	IAP
	

	Thursday 29_M
	TBC1: Warm tests in C1.

Protection in quadrupole configuration

LF charged..

Changes in the procedure for the re-configuration of the protection for the dipole.
	MTM


	
	Message to be sent to all equipment supports.

Procedure to be written.

	Thursday 29_A
	TBC1: IAP @cold.

Files created with the wrong extension (.x1 instead of .c1)
	AB/CO


	HRWC
	Corrected by A.Raimondo

	Thursday 29_A
	TBC1: Qloc cards not cabled
	MTM


	
	

	Thursday 29_A
	TBD: No communication for powering

Unable to launch hfoff from sun MTA35

Quench at 1.5 kA


	AB/CO


	hfoff
	hfoff reinstalled by P.Coutinho

	Thursday 29_A
	Sun MTA37 : access denied.

Unable to get MMB pens


	AB/CO


	
	M.Bjork contacted. Solved.

	Thursday 29_A
	TBD2: Quench provoked at 1.5 kA

Faulty. Symmetric quench

Vbus triggered before


	MTM


	
	OK given by test coordinator.

	Thursday 29_A
	TBD1: Unable to launch cool down due to anticryostat problem

Wrong cabling.


	MTM


	
	Solved by Technical support.

	Thursday 29_N
	TBE2: MM1 TRU problems, (powering inversed) 

MUX error in card1, Motor serial comm. Error because of RS communication modules non standard

Shaft alignment error (sectors in overranges)

Read current zero


	MTM/AB-CO


	
	RS communication modules non standard depending on the TRU.

To be standardized by (AB/CO).

.

	Thursday 29_N
	TBE2: HRWC error while launching the training quench


	MTM


	HRWC
	Solved by M.Gateau  Friday morning

	Friday 30_M
	TBE2: Training quench number 2

No file for Qloc.

No switch from MM to Q.loc?
	MTM


	
	

	Friday 30_M
	TBD2:Incomplete setting for TEMA for cluster F  in vol7


	MTM


	
	

	Friday 30_A
	All benches : Lost of the cryo OK.

Problem in one automate related to the pumping system


	ACR


	
	Restarted after 1h of stop



	Friday 30_A
	TBE2: MM1 no current reading


	MTM


	
	Integrator racks left in PDI configuration.



	Friday 30_A
	TBE2: Leak in the big below for 2014.


	ICS


	
	Reopened by ICS and closed again.



	Friday 30_N
	TBF2 and TBD: Power Converter : Main PC fault


	AB/PO


	
	Solved for TBF.

TBF2: Interlock due to the manual connection used when the motorised switch cannot be used.

TBD: Solved Sunday night by H.Thiesen.

Resistance of power converter circuit protection out of work.

	Friday 30_N
	TBF2 : Provoked quench all LF.

Messages trigger received and file name did not appear in the HF acquisition window


	MTM
	Power
	Power application window closed and messages appeared.



	Friday 30_N
	TBF2 : Provoked quench all HF .HRWC in TEMA gave error in DB

Id for the training quench.


	MTM/TS-CSE?
	HRWC
	HRWC recognition by-passed.



	Friday 30_N
	TBC: anticryostat not OK. Cool down could not start.

Wrong parameters


	MTM
	
	Parameters changed by P.Legrand Saturday evening.



	Saturday 31_M
	TBE2: Polarity  interlock when launching power application HRWC did not work in TEMA. 


	MTM/TS-CSE?
	HRWC
	HRWC disabled.



	Saturday 31_M
	All benches : Lost of the cryo OK.

Problem in the pumping group.


	ACR 
	
	Restarted after 5 h of stop



	Saturday 31_M
	TBC1 : Problem of communication with the PLCSE. User name not valid.


	AB/CO
	
	Problem solved Monday morning by C.Dehavay.



	Saturday 31_M
	TBE2: MM1 problem with end sectors of ap 2.


	MTM
	
	Switch to e-coil. No results.

Change of the mobile rack n2 instead of n3. The MUX problem. DC power supply transferred from rack 3 to rack 2 because channels were missing in power supply of rack n2. 

Then OK. Rack n3 has to be controlled before another using

Rs232 com has to be checked in the cluster E.

	Saturday 31_M
	TBE2: Training quench at 4: No Qloc.

Switch from MM to Qloc forgotten.


	MTM
	
	

	Saturday  31_N

Sunday 01_M
	All benches : No cryo OK.

Problem in the pumping group.


	ACR 
	
	Restarted after 5 h of stop



	Sunday 01_M
	TBE2: LHC cycle : HRWC not working.

TEMA blocked


	MTM/TS-CSE?
	HRWC
	HRWC disabled. TEMA restarted.



	Sunday 01_N
	TBF1: Leak in the short anticryostat (Ap2). Cool down blocked by test coordinator.


	MTM
	
	Problem fixed Monday morning because no mechanical technicians available. 



	Monday 02_M
	TBD2: HEWC problem during the launch of training quench


	MTM/TS-CSE?
	HRWC
	Solved by M.Gateau.




