 Vc/14-Apr-04
Week 16  starting 12April 04

SM18 Operation Meeting (Tuesdays)

 Bench status  and tests for now & next few days : 

	Bench
	Name
	STATUS Mon 12/4 Afternoon
	Temp
	-
	-

	TBB1
	MBAL1059
	PT 5.2 1.5 KA Quench HF
	1.9 K
	 
	 

	TBB2
	MBBL3119
	PT 12 Warm Up
	Warming
	 
	 

	TBC1
	?
	New Tues 13/4
	 
	 
	 

	TBC2
	SSS0013
	EX1 Extra Test
	300 K
	 
	 

	TBD1
	MBAR3053
	ICS 3 Traveller after warm test
	300 K
	 
	 

	TBD2
	MBAL1073
	PT 12 Warm Up
	Warming
	 
	 

	TBE1
	3088?
	New Tues 13/4
	 
	 
	 

	TBE2
	MBBL3117
	ICS 3 Traveller after warm test
	300 K
	 
	 

	TBF1
	MBAR2019
	Prep 5 Pumping + Cool Down
	Cooling
	 
	 

	TBF2
	3057 ?
	NEW Monday 12/4
	 
	 
	 


Test Coordinator this week: Gijs de Rijk ; MTM support on call  Richard:  (16-3602).

· Some statistics
11 Dipoles  Disconnected/removed  after tests last week  ( Sat Midnight to Sat midnight)  RECORD
 [ Previous Week was 5 Dipoles ]

· Situation From Cryogenics:  J-P Lamboy or ACR Rep.
· General Problems last week
	sm18 cooling water
	not enough for > 3 converters, delays experienced on 3118(D1) on Monday

	Vacuum leaks
	big delays on F1-2019 (two leaks, 1.5 days lost); 
two more leaks repaired on C1 tue morning (He lines) and sat afternoon (cryostat)

	ICS overtime
	Tue eve: as ICS personnel already run out of their overtime quota for the week, 3058 could not be connected on E1 and 1062 could not be disconnected from D2

	HV rack for ICS
	software problem, Ewald and Adriaan unsuccessfully attempted fix on Thu afternoon. During all weekend, MTM operators carried out warm HV test using own rack, which lacks connectors for aux busbars -> aux busbars of 1059, 2019, 3117 and 3053 must be re-tested in SMA18 as soon as ICS rack is repaired

	Cryogenics
	Regeneration of heat exchanger done wed afternoon as agreed, 8 hors lost for cooldown/warmup in gas phase;
In addition, 6 hour lost when warming up 1057 due to an electrical short circuit found and repaired during the regeneration

	Cryogenics
	12 hours lost during the cooldown of 3111 on Friday morn, due to unspecified problem

	MTM-ICS coordination
	Saturday: delay for the connection of 3117 on E2, ICS were called only late evening

	Old SSS06 removed from C2
	Parked on the 3 temporary feet in font of B1 bench, impossible to remove B1 before Tuesday (sm18 transport operators needed to operate crane)
The feet, even w/o magnet, make it very difficult the transport of dipoles from/to B1 (problems experienced on wed aft)

	SSS13
	Blocked on C2 all weekend  CONNECTION NOT DONE : needs MTM Mech work/alignment before ICS can continue


 Other General Issues
· D Cluster Commissioning of 600A & 150 A Power Supplies for future SSS setup on this cluster ( Guy + Giorgio) : next week?
· Keep D1 free for SSS Mech Preparation ( 6 hrs ? )   J.Halik 
 [From 19 April…]
	Date
	Bench
	Problem
	Type
	Application/soft
	Action/advise

	Wednesday7_A
	All
	Regeneration of heat exchanger. It took 8 hours. In addition 6 hours lost due to an electrical short circuit.
	ACR
	
	Repaired during regeneration then OK

	Thursday 8_M

Thursday 8_A

Friday 9_M


	TBF1


	Software problem with the Megger of ICS during HV test.

During HV test, error in putting in REMOTE..

For the magnet 1057 WP7_HV not available.


	AB/CO?
	HV
	HV Test at warm (WP04, WP07) done with MTM rack. But test of bus bar not performed (no cables). 

HV test of bus-bars must be performed for 1059,2019,3117 and 3053.

Quit the program and restart then OK. 

Problem of transferring the file?



	Friday 9_M


	TBF1

TBE2
	2019: New magnet. HV test at warm  (WP04).

Test failed.

Same problem for HV test (WP07)
	MTM

MTM
	HV
	Ewald called. He re-started the test several times and then OK.

Ewald called. Tests perform in the D2 sun station connected to E2 with the dedicated pair of cables.

Warning : Report generated in D2!



	Friday 9_M
	TBF2
	Cool-down of the 3111 too long (12 hours lost) . Origin not found.
	ACR
	
	

	Saturday_10_M
	TBF2
	After a quench, difficulty to recover 1.9 K. Magnet blocked at 5 K.
	ACR
	
	ACR piquet called. Level temperature probe problem?

	Saturday_10_N
	TBC1
	SPA at 1 kA. Power supply error. No ramp.

The status of the PC was “locked” and from sun MTA24 it was not possible to launch the server.
	MTM
	
	Ewald called. PC was in SSS configuration. Ewald put the PC in correct configuration for a dipole.

	Saturday 10_N
	TBD1
	HV test (WP04) could not be launched.
	AB-CO?
	
	It worked after re-booting the sun.

	Sunday_11_A
	TBD1
	HV at warm (WP04): file not uploaded because not located. 
	MTM
	
	

	Sunday_11_A
	TBB
	Access to the rotary switch blocked by a pump 
	ACR
	
	

	Sunday_11_A
	TBE1
	IAP @warm final : test launched from TEMA. Correct bench selected but interconnection box in TBE2. 2.5 A sent to TBE2 by mistake.

File generated in folder of TBE1. 
	MTM
	TEMA
	Test repeated re-selecting the bench on local. The results of the two files were identical.

	Sunday_11_A
	TBD2
	 Magnet 1073 reached ultimate field. During the 10-minutes plateau the current went down and went up to 12850 A. Then it stayed at 12850 A.
	MTM
	
	








