 Vc/27-May-04
Week22 starting 24 May 04

SM18 Operation Meeting (Tuesdays)

 Bench status  on Sunday 23/5 due to ROCLA problems: 

	Bench
	Name
	Status Sun 23May04 21.30hr
	Temp

	TBA1
	MBAR3061
	Prep 5 Pumping + Cool Down
	Cooling

	TBA2
	MBBL3117
	PTE 27.1 DRQ 4K
	4.4 K

	TBB1
	MBBL1104
	PT 6.2 Training 2
	1.9 K

	TBB2
	MBAL1071
	waiting for Rocla
	300 K

	TBC1
	MBBL1116
	PT 11 4 K Quench SSL
	4.4 K

	TBC2
	SSS21
	PT 6.3 Training 3
	1.9 K

	TBD1
	MBBL2076
	waiting for Rocla
	300 K

	TBD2
	MBBL2062
	PT 6.4 Training 4
	1.9 K

	TBE1
	MBBL1112
	waiting for Rocla
	300 K

	TBE2
	MBBL1113
	waiting for Rocla
	300 K

	TBF1
	MBBL3151
	ICS 5 Traveller Last
	300 K

	TBF2
	MBAL3160
	waiting for Rocla
	 


LOTS FOR PBLMS : PLC, HWREC etc etc, etc last long holiday weekend
ROCLA were out of USAGE from Wed 19th May onwards thro’ long weekend

Bench status  and tests for now ( Monday 24/5 aft)  & next few days : 

	Magnets under Test on 24-05 4:10:01 PM 

	-
	Bench
	Magnet
	Shafts
	Start
	Connect
Time
	Cooling 
Time
	Cold Test 
Time
	Warming 
Time
	Disconnect
Time
	Last Test
Desc
	
Time
	
I
	
Temp.
	Total

	1
	TBA1
	MBAR3061 
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	14-05 
	146 h.
	108 h.
	2 h.
	-
	-
	PT 2 HV Cold Test
	24-05
(14 : 10) 
	0 A. 
	1.9 K
	256 hours

	2
	TBA2
	MBBL3117 
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	12-05 
	112 h.
	25 h.
	149 h.
	-
	-
	MM 2 LHC Cycle
	24-05
(14 : 12) 
	0 A. 
	1.9 K
	286 hours

	3
	TBB1
	MBBL1104 
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	17-05 
	26 h.
	35 h.
	111 h.
	-
	-
	PTE Min. NRJ 3KA Diode Test
	24-05
(15 : 24) 
	3000 A. 
	1.9 K
	172 hours

	4
	TBB2
	MBAL1071 
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	11-05 
	52 h.
	55 h.
	23 h.
	13 h.
	21 h.
	waiting for Rocla
	18-05
(15 : 33) 
	0 A. 
	300 K
	309 hours

	5
	TBC1
	MBBL1116 
	[image: image5.png]



	17-05 
	59 h.
	42 h.
	49 h.
	19 h.
	-
	PT 12 Warm Up
	23-05
(21 : 50) 
	2 A. 
	Warming
	169 hours

	6
	TBC2
	SSS21 
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	13-05 
	14 h.
	82 h.
	174 h.
	-
	-
	PT 6.3 Training 3
	18-05
(01 : 00) 
	12458 A. 
	1.9 K
	270 hours

	7
	TBD1
	MBBL2076 
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	13-05 
	14 h.
	58 h.
	42 h.
	17 h.
	31 h.
	waiting for Rocla
	20-05
(02 : 17) 
	0 A. 
	300 K
	272 hours

	8
	TBD2
	MBBL2062 
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	17-05 
	46 h.
	66 h.
	53 h.
	5 h.
	-
	PT 12 Warm Up
	24-05
(11 : 30) 
	0 A. 
	Warming
	170 hours

	9
	TBE1
	MBBL1112 
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	12-05 
	142 h.
	0 h.
	21 h.
	13 h.
	4 h.
	waiting for Rocla
	19-05
(20 : 00) 
	0 A. 
	300 K
	296 hours

	10
	TBE2
	MBBL1113 
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	11-05 
	51 h.
	38 h.
	58 h.
	16 h.
	35 h.
	waiting for Rocla
	20-05
(02 : 18) 
	0 A. 
	300 K
	308 hours

	11
	TBF1
	MBBL3151 
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	17-05 
	49 h.
	31 h.
	38 h.
	16 h.
	38 h.
	Finished Ready to go Final scan
	24-05
(15 : 29) 
	0 A. 
	300 K
	173 hours

	12
	TBF2
	MBAL3160 
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	11-05 
	46 h.
	79 h.
	46 h.
	15 h.
	11 h.
	waiting for Rocla
	19-05
(15 : 00) 
	0 A. 
	300 K
	318 hours


Test Coordinator this week: Gijs de Rijk ; MTM support on call :  (16-3602).

4 Dipoles  Disconnected after tests last week    ( Sat Midnight to Sat midnight)  
· Situation From Cryogenics:  J-P Lamboy or ACR Rep.

A2  commissioning   & re-test     3117  
A1         “                   &   re-test    3061
· D1 &  preparation mechanically for SSS 
· SHADOW ACTIVITIES DUE TO ROCLA Problems
· Install Rotary Switch in E Cluster ( 5 days work asked)
· Repair Water leak in F cluster Power Coverter ( 3 days asked)
· Calib B Cluster Power Supply in cold condition  : needs to be done once
· Calib A     “           “            “      “     “        “               “        “          “       “
· SSS work :        To Do list on Board+ GREY FILE IN SMCR 
General Problems last week :  
	Date
	Bench
	Problem
	Type
	Application/soft
	Action/advise

	Tuesday 18_N
	TBA2
	MM: No possibility to power the magnet either from TEMA or locally. 


	AB-CO?
	TEMA, MMP, Power
	

	Wednesday _19_N
	ALL
	Cryo Display is working badly. Communication problem
	ACR
	Display
	Federico checked if the anticryostat coefficients were OK in the PLCart..

	Wednesday _19_N
	TBA2
	Before starting LHC cycles, HWREC found that the SUN station was not scanned.
	MTM
	
	Sun scanned with the help of Federico.

	Wednesday _19_N
	TBA2
	LHC cycle not exported. Magnet name format error
	MTM
	AB-CO?
	Federico called. Name of the cryodipole replaced by the name of the cold mass by Federico. He did the same for TBB1.

The problem remained for ramp in cluster A. Stephane advised to note down the measurements which could not be exported .He will contact AB-CO Monday.

	Wednesday _19_N
	TBA2
	During magnetic measurements MMP stopped because of communication errors.
	AB-CO
	MMP
	Auto-test performed in MMP and then tests re-started.

	Thursday _20_M
	TBB1
	Quenches at 1.5 kA: HF DAQ could not be armed . Origin : MXI error.
	AB-CO
	HF
	TEMA quitted and re-started: no effect.

Another trial one hour after, then OK.

	Thursday _20_M
	TBA2, TBB1
	The 3 new LHC cycles in the extended program implemented in the cluster F were not present in the other clusters. 
	MTM
	
	Stephane called Federico. He copied the three cycles from the cluster F to the cluster A and B. and to the other clusters. But He did update the tests sequences only for A and B. The update has to be performed for the other clusters in the future (Stéphane &Maryline).

	Thursday _20_A
	TBA2
	Ramp test on A2: Power converter sent communication error.
	AB-PO
	
	Federico checked the interlocks, reset the communication card in RMA and start the PC with Power in local. Then GHH launched Power remotely and then launched the test. 

	Thursday _20_A
	TBB2
	Cables inverted between B1 and B2 in the trenches. The 2 cables with the 104 pins which are connected to the TRU are missing?
	MTM
	
	Federico fixed the problem.

	Thursday _20_A
	TBB1
	Magnetic measurements performed with the Head 24. The head is not defined in MTF. 
	MTM
	MTF
	Maryline has to contact EDMS support. Federico entered the heads 27 instead the heads 24 to let the test be performed.

	Thursday _20_A

Friday_21_M
	TBB1
	HWREC informed that config. File contained Oracle errors.
	
	
	He came to edit the files manually.

	Thursday _20_N
	TBA2
	During LHC cycle FT 60s PC main fault

Power supply parameter ‘active’ was off.
	
	
	.

	Thursday _20_N
	TBA2
	MM1: TRU motor is not working correctly. It gave communication problems..
	MTM
	
	.

	Thursday _20_N
	TBF1
	PTE: no response from the PLCSE.
	MTM
	
	.

	Friday_21_M
	TBB1
	2 cables numbered 880 and 882 used to bring  9 V to the RS232 port did not work.
	MTM
	
	Federico replaced them by the 881 and 883 cables. He will inform Maryline about the change.

	Friday_21_M
	TBF1
	TEMA is not displaying the good status of the PLCSE.
	AB-CO
	TEMA
	Federico restarted TEMA and the server application of the SUN, then OK.

	Friday_21_M
	TBA2
	A worldfip cable was disconnected from the front face of RMA. 

Launching TEMA MMP gave the following error “the RMB is giving communication error” (why RMB?)
	AB-CO
	MMP/Power
	Federico checked the power application, he checked that the RMA is locked by the right SUN.

He phoned to A.Rijllart and launched MMP in local mode.

It worked so he suggested to continue the tests in this way until Monday.

	Friday_21_A
	TBC2
	Switch to SSS tests: Access error “access error ,device is locked” when Federico tried to change the magnet parameters in the application Power.
	AB-CO?
	Power
	Power supply selection corrected in power application.

	Friday_21_A
	TBB2
	MM position: no results because mobile rack not switched in MM position.

Problem in the rotation of the shaft in aperture 2: TRU in aperture 2 has un untight clutch.
	MTM
	
	Federico has tight the clutch.

	Friday_21_A
	TBB1
	In matest no magnet folder template valid for MBAL magnet for B bench. Federico upload the files generated by HWREC but without success.
	MTM
	
	Test stopped. Priority given to the other benches.

	Friday_21_A
	TBA2
	MBAL 3117: Iearth high: 19 mA..
	MTM
	
	

	Friday_21_N
	TBC1
	PC main fault : access error on the PLCSE.
	MTM
	
	

	Saturday_22_M
	TBA2

All benches
	LHC cycle could not be launched from TEMA as well from local server. Message : “application with the same name running” The message came from local server for power despite all applications were closed.


	AB-CO?
	TEMA, MMP
	Federico managed to run the tests on local SUN. The tests have to be performed on this way until Monday and the intervention of AB-CO to solve the problem

Federico asked for a clear statement on the status of the X-console window. For most of the SUN the window is not opened. Why?

	Saturday_22_M

Sunday_23 _M
	TBC1
	Provoked quench at 1.5 kA (LF heaters). HF DAQ did not arm.

Test repeated but no data in AQA. HF acquisition did not receive a trigger.

Same problem occurred during a training quench.
	AB-CO
	HF
	Solved by resetting the crates.

Federico called. He checked the HF trigger cables that were OK. He reset the 3 VME crates. Them the test was repeated successfully.

Federico advised to :

· Quit DAQ in TEMA

· Rest DAQ crates.

· Launch HF DAQ in local server.

	Saturday_22_M
	TBF
	TEMA completely blocked.
	AB-CO
	TEMA
	TEMA closed. Sever closed and re-launched but no success: problem to be solved Monday by specialists.

	Saturday_22_M
	TBD2
	SPA could not be launched: Power application hung.
	AB-CO
	Power
	Power quitted and re-started: OK

	Saturday_22_A
	TBC1
	No valid data for diode test in HF file.
	MTM
	
	Federico came and discovered that 2 cables between the front outpout of the potaim cards and the 1st DAQ crate was missing.

	Saturday_22_A
	TBA2
	Special LHC cycle: Communication errors coming from MMP when doing auto test
	AB-CO
	MMP
	

	
	
	
	
	
	








