Subject:  HARP data recording 

Data availability: HARP claim data is required on the offline diskservers 15 mins after a run has been completed:

1. Why 15 mins, what is the origin of this number ?





2. Are all data analysed or just a sample/subset  ? What is the purpose ? Is this data consistency checking ? Callibration ? How are the results used ? Are they fed back to the online system or is this the definitive analysis ?




3. If data are fed back to the online system DAQs,  what is the time within which one needs feedback to the online system?  As opposed to whether the data should be acessible after 15mins.











4. How many users are analysing the data ? Do all  require the data 15 mins after run completion? Is there an automatic system to run the analysis ?  Is this critical ? If not, what happens overnight ?

5. Where is this analysis run ? lxplus ? How long do user jobs take in terms of CPU and real time ?

6. If large amounts of CPU are consumed and this is a time critical analysis, then dedicated resources are necessary ! 

7. Can any basic checks be run on the online farm ? 

8. How long does a Run take ? If this analysis is critical for a run then feedback is necessary before the end of the run. Should be done in parallel not after the run has finished. Does a Run need to be complete for data analysis to start ?

9. Do the results of this analysis determine data to be copied to the MSS?

Copying data between pools:  

1. This is not the responsibility of the cdr ! 

2. HARP should be responsible for this 

3. Synchronisation/update of federations

Possible solutions:

Solution depends on the purpose of the 15 min requirement , and what the data is is needed for. 

1. Run analysis on the online farm or on a dedicated online monitoring and analysis online server.  

· Provides instant access to the data via the online federation

· Shouldn’t compromise the functionality of data recording (?)

· Can easily feed data back to the online system

· Make results available to all users offline after analysis 

2. Run analysis on harp001d or on a dedicated analysis server 

· Run the castor-ams on harp001d to provide acess to data on disk

· Read only access to data in a castor pool is already implemented

· Data on harp001d is in castor regardless of migration state -> nsls 

· Migration status of data is irrelevant.

Summary:

The data are migrated to tape and attached to the offline federation, usually within about 15mins of the run ending.  Users see these data in the ofline federation and try to access them via the ams. It is the stagein request which  takes a long time due to the inavailability of drives and the priority given to data recording and not data stagein.  Delays of up to1hour were reported by 5-10 users for different data.

.. wait for answers from harp 

Leanne Guy
Page 2
8/15/2001

